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Abstract 

This thesis investigates the use of a Helical Steel Pile (HSP), as an in-ground heat exchanger for a 

Ground-Source Heat Pump (GSHP) system. A multi-layered soil conductivity dataset was created 

to quantify thermal performance across a variety of climate and soil conditions. Geometric features 

of the HSP were optimized using parametric sweeps, and the capacity of the pile to supply a 

building load was characterized for a variety of inlet fluid temperatures, seasons, and locations. 

Transient simulations of the pile characterized its ability to supply three different types of building 

load sets across a year. Finally, 40-year simulations showed the potential for the HSP to provide 

heating to buildings in a northern region while also mitigating the thawing of permafrost from 

climate change. The results indicate a potential to provide sustainable thermal energy to remote 

communities while delaying the predicted thawing of permafrost locally by up to 75 years.   
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1. Introduction & Literature Review 

The purpose of this research was to understand a wide range of energy needs – and how Ground-

Source Heat Pump (GSHP) technology can be applied to meet these demands. To explore the 

sustainability of this renewable energy system further, this work focused on climate change effects 

on ground and ambient air temperature which might interact with the Ground Heat Exchanger 

(GHE) – especially in permafrost regions. Furthermore, this research aimed to provide a 

foundational starting point for the use of shallow helical steel piles as in-ground heat exchangers. 

To create a catalogue of potential performance of these piles, numerical modelling was utilized to 

simulate their performance across a range of soil, climate, geometric, and optimization conditions. 

The author aims to add to literature on this technology for the purpose of improving the feasibility 

of thermal energy systems across a range of regions and applications.  

1.1 Heating & Cooling Demands in Canada 

Canada is located on a large landmass in the northern hemisphere, and it experiences extreme cold 

weather conditions across its dispersed population - leading to high electricity demand [1]. 

Specifically, the energy demand for space heating and water heating in the residential sector is 

80% of the total energy used by this sector [1], and accounts for 63% of the energy use by 

commercial and institutional buildings [1]. In most cases this space conditioning is supplied by 

either electrical or combustion energy - with natural gas being the predominant fuel for space 

heating accounting for 47% of these energy sources [1]. The burning of fuel for energy is known 

to cause Greenhouse Gas (GHG) emissions, and other environmental issues. However, when 

electricity is used, its generation is generally low in GHG emissions in Canada. In 2017, only 19% 

of the energy generated in Canada came from emitting sources - with the remaining demand 

supplied by nuclear (15%), non-hydro renewables (7%), and hydro energy (60%) [1].  

 

Renewable energy solutions in Canada are a source of significant government and industry 

spending with $250 million and $509 million respectively spent on renewable and clean energy in 

2017/18 [1]. However, these renewable systems are not yet widely used in Canada – especially for 

thermal energy. While sustainable energy generation is a growing industry, there is still a need to 

focus on reducing energy use - especially in the significant space and water heating portions. While 
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there are global commitments to reducing emissions, currently over 81% of emissions from 

Canada came from the production and consumption of energy [1]. The residential sector accounts 

for 11% of the total energy use leading to these GHG emissions, and 80% of this residential energy 

is consumed for space and water heating [1]. As such, Canada has the possibility to reduce its 

emissions by focusing on reducing energy demand and begin to transition into completely non-

emitting sources of energy.  

 

1.2 Status of these Demands in Northern Communities 

The general information about Canada’s energy generation and use often does not capture the full 

picture of this country. As a large area of land, with a relatively small population, many Canadians 

live in one of 292 remote communities [2]. These permanent communities are characterized by 

being disconnected from North-American electrical grids and pipelines, and are made up of 

approximately 67,420 non-Aboriginal people, and 126,861 individuals from First Nations, Innu, 

Inuit and Métis groups [2]. These communities are an important part of the Canadian demographic, 

and face unique energy challenges which have environmental, economic, and social impacts.  

 

1.2.1 Current issues 

The primary energy issue facing these communities is their independence from the traditional 

utilities used by other more densely populated areas in Canada. Figure 1.1 shows the location of 

each remote and Northern community, in contrast to the locations of natural gas and electricity 

grid sources. Aboriginal (First Nations, Innu, Inuit and Métis) and Non-Aboriginal communities 

are differentiated by green and yellow boxes respectively.  
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Figure 1.1. Location of remote communities and energy grids in Canada [2]. 

Without the convenience of energy supply as reliable as the southern half of Canada has access to, 

most of these communities must rely on local generation sites. Most of these power plants are 

powered by the burning of fuel with 176 communities relying on diesel energy (and a suspected 

73 more), and only two are powered by natural gas [2]. Across these communities, diesel fuel is 

also the primary source for space and water heating [2]–[5]. This energy source results in a 

dependency on importing fuel - and the high cost of such fuel [2].  

 

The challenges facing these communities are similar to those faced by diesel-dependent groups 

worldwide. There are significant environmental costs to the burning of diesel fuel, accrued along 

its life-cycle [2]. These costs extend to the social well-being of these communities by impacting 

health, animals, plants, and the climate within these locations as well as globally [6]. Furthermore, 

these generators are noisy – and require maintenance, and transportation to deliver their fuel, which 

can result in increased emissions by vehicles, increased risks of fuel spills, and groundwater/soil 

contamination [2]. Furthermore, these generators are vulnerable to “black-outs” wherein 

communities may be forced to face harsh winter conditions without heating or electricity for 

extended periods of time until a solution can be reached [2]. 
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Beyond these challenges, the economic costs of these generators create significant barriers to 

individuals, and economic development in these areas. Prices for energy depend on the location of 

these communities but can cost up to $1.3/kWh [7]. When compared to a residential mid-peak 

winter rate in Toronto, ON ($0.14/kWh) [8], individuals in these communities pay a rate 9 times 

greater than the average Toronto resident. Higher energy costs have rippling effects for a 

community, and can lead to less investment in these communities, less access to services and 

employment, and perpetuate a cycle of poverty. 

 

To compound these energy issues, housing in these communities is often inadequate, and in need 

of major repairs [9]. These housing issues disproportionately affect the security, and well-being of 

Indigenous women [9], a group historically underserved in Canada. Furthermore, the majority of 

existing energy generation equipment are beyond their design age of expiration, meaning the 

conditions, and reliability of energy will continue to decay [10]. 

 

There exists a need for renewable, reliable, and cheaper thermal energy in Canada’s nearly 300 

remote communities. Meeting these demands in spite of a lack of infrastructure, access to grids, 

unique geographic conditions and high costs is a difficult challenge - but one that must be met by 

energy experts in order to ensure an equitable quality of life for all Canadians.  

 

1.2.2 Climate Change Effects 

Climate change effects compound energy concerns in Canada’s remote communities [5]. 

Temperature increases due to climate change in higher latitudes enhance the negative side-effects 

and feedback loop [11]. Complex factors are involved in the study of climate change in these 

regions - one of the most significant being a lack of wide-spread historical data [11] [12]. 

Furthermore, the connection between multiple environmental systems can sometimes have 

competing results when predicting effects of climate change. Snow cover, groundwater movement, 

elevation, forestation, and ambient air temperature are all interlinked in their seasonal, and long-

term effects on each other. Regardless, many studies have shown that there is climate change 

occurring in northern regions [5], [11]–[20]. One study, which investigated climate conditions at 

two locations in the Northwest Territories over decades showed significant increases in ambient 
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air temperatures [11]. This trend is shown with mean annual air temperatures at Table Mountain, 

Northwest Territories from the years 1964-2007 in Figure 1.2. 

 
Figure 1.2. Measured increase in mean annual air temperature over time [11]. 

Figure 1.3 shows that this temperature rise was most significant in the winter months from data 

recorded from 1950-2006, along with data measured in the study from 2000-2008 (“on-site” 

values) [11]. 

 
Figure 1.3. Trends of seasonal air temperature increases [11]. 

 

These increases in mean ambient air temperature of approximately 2°C across the past 40 years, 

are complemented by models which predict future climate change in Northern Regions. Figure 1.4 

shows the expected temperature rise and changes to snow cover until the year 2060[18]. 



6 

 
Figure 1.4. Predicted temperature and snow cover changes over the next 40 years [18]. 

The effects of climate change on Canada’s northern and remote communities may be severe. From 

a change in energy demand due to changing climate conditions, to a need for infrastructure to 

withstand potential flooding, and ground changes, energy solutions in these regions must plan for 

a rapidly changing climate. 

 

1.2.3 Permafrost Considerations 

The most significant effect of climate change in Canada’s northern regions are the changes to 

permafrost layers which may occur as a result of warming. Many of the communities in this study 

are built on continuous or discontinuous permafrost regions. These regions are characterized by 

an active layer (which freezes and thaws seasonally) above a layer of permafrost (ground which 

remains at or below 0°C year-round). It should be noted here, that although warming of permafrost 

is called “thawing” there may not always be ice in this layer - nor is the ice constant throughout, 

rather “thawing” here refers to the warming of these soil zones above the freezing point of water. 

Changes to the permafrost layer can have significant ecological and structural impacts 

[11][12][13][14][15][16][17][18][19][20][21][22][23][24]. Permafrost is a complex system which 

is affected by snow cover, seasonal temperatures, ground conditions, and proximity to non-

permafrost areas, however, it has been shown that the increase in ambient air temperature can lead 

to thawing of permafrost zones [11] [12] [13] [19] [20]. 

 

Studies have shown that permafrost, and ground temperatures have already been rising [11], with 

some reporting annual ground mean temperature increases of 0.2 to 0.6°C/decade from 1978-2008 
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[11]. Figure 1.5 shows the measured ground temperature changes by depth from five boreholes 

(BH1-BH5) from 1979-1980 to 2007-2008 in Northwest Territories [11]. 

 
Figure 1.5. Measured ground temperature changes by depth across 28 years in the Northwest Territories [11]. 

This figure highlights that temperature changes near the surface of the ground are most extreme, 

but even up to depths of 35 meters there was a measured warming of the soil. It also indicates that 

this warming is non-uniform and depends on depth and location, a preface for the importance of 

detailed soil models which account for the variation in thermal properties by location and depth.  

 

Several numerical and analytical models have been generated to predict permafrost thawing, which 

utilize the thermodynamic equations governing heat transfer to and from these regions of 

permafrost [13][18][24]. One such numerical model shows the predicted changes to annual ground 

temperature as a result of climate change in Figure 1.6 [18]. 
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 (a) (b) 
Figure 1.6. (a) Changes to the permafrost layer, and (b) simulated temperature changes by depth for three different 

climate models [18]. 

This model highlights the decreasing height of the permafrost layer of soil with increasing ambient 

air temperature. In Figure 1.6 (a), this results in a change of permafrost height of almost 10 m, 

Figure 1.6 (b) shows that within 40 years, this model predicts mean ground temperatures will rise 

to at or above 0°C even 5 m deep in the soil [18]. 

  

Yet another predictive simulation utilized six common climate change General Circulation Models 

(GCM) developed by the Canada Institute for Climate Studies at the University of Victoria [25] to 

predict transient changes to permafrost in Canada across 100 years [13].  

Figure 1.7 shows the predicted changes to permafrost area from this study. 
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Figure 1.7. Predicted change in permafrost in Canada [13]]. 

This prediction shows that the total area of permafrost in Canada will be nearly halved over the 

next 40 years (2020-2040). Furthermore, the areas at risk of melting in Canada coincide with many 

of the same locations of residence for northern and remote communities.  Figure 1.8 shows the 

regions that are most sensitive to warming – mainly northern Ontario, Alberta and Manitoba. 

 
Figure 1.8. Locations at risk for melting [19]. 

As permafrost melts, there is an increase in groundwater flow [16] [17], which can act as a thermal 

transport that exacerbates the thawing of permafrost [24]. Furthermore, conductive thawing can 
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occur in permafrost layers that are in contact on one or all sides with non-permafrost soil - as areas 

of permafrost thaw, surrounding layers are at risk for thawing as well [24]. Generally, the melting 

of permafrost - and the absence of its layers can increase the rate at which heat is transferred to 

these regions from all sides within the ground.  

 

Environmental consequences of permafrost thawing are: net forest loss (up to 11.6% already 

measured in 40 years) [20], release of carbon [22] and methane [15] into the atmosphere, increased 

water streamflow [16], changes to water chemistry [14], and the creation of sinking zones known 

as thermokarsts [16]. These effects threaten the stability of communities in these areas, and there 

has already been an increase in thermokarst activity, as shown in thaw slumps from melted 

permafrost under lakes in the Mackenzie Delta of Northwest Territories in Figure 1.9 [14].  

 
Figure 1.9. Permafrost sinking at lakes [14]. 

The foundation of a building built on permafrost relies on the stability of that permafrost year-

round, and instability would cause significant sinking, flooding, and damage to the construction 

[18]. Figure 1.10 shows such damage inflicted on a store in Nain, Newfoundland [26]. 
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Figure 1.10. Sinking of a building due to thawing of permafrost [26]. 

Furthermore, buildings which are space conditioned can warm the surrounding soil by conduction 

with the above 0°C building material [27]. This building heat loss results in a directly “man-made” 

permafrost thawing effect from infrastructure. Research into such effects in Canada show that there 

is particular risk of heat and moisture transfer from new building constructions, and leaks caused 

by utility lines [23]. In Iqaluit, a new arena began sinking shortly after opening, and closed for 7 

years (2003-2010) while a $2.2 million repair was performed on the building [21]. Ultimately, the 

maintenance of the permafrost zones in northern communities is essential to maintain buildings.  

 

1.2.4 Current Solutions & Opportunities 

All arctic land masses are characterized by similar issues faced in Canada, and so global 

governments, industries, and researchers are looking into solutions for these communities’ energy 

needs [4]. This interest has led to international proposals for various renewable energy plants - 

mostly focused in Russia, North America, Iceland, and Norway [4] [28]. These sources investigate 

using hydrogen, solar power, wind, biofuel, nuclear, and hybrid systems.   

 

In the 1980s, Canada saw a push for wind turbines in remote locations, however none of these 

projects are currently operational due to a mix of installation and operational issues [7]. 



12 

Nevertheless, feasibility studies for wind power are continuing to be reported, and there remains 

potential for diesel-wind hybrid energy generation systems [4]. Northern solar energy is abundant 

in summer months due to seasonal-light variation which leads to higher solar availability than 

more southern Canadian locations. Figure 1.11 highlights the difference in average monthly hours 

of sunlight between four Canadian locations [29], proving that solar energy is a potential source 

of renewable generation in remote and northern locations [4].  

 
Figure 1.11. Average monthly hours of recorded sunlight [29]. 

Biomass as a fuel source is also heavily investigated to offset diesel fuel for heating [4] [30]. While 

this energy source still produces emissions, it is generally well received by local governments as 

a more cost-effective source of energy [4]. Other renewable energy sources are explored in 

research (such as geothermal, and tidal energy) [10], though they are often disqualified due to a 

lack of infrastructure, and the high capital cost of installation [31]. 

 

The potential for these sources of energy is of interest to government bodies in Canada, and has 

led to various programs specifically focused on developing these projects. The federal government 

of Canada has renewable energy funding sources specifically for use in Northern and remote 

communities, such as the Energy Innovation Program (EIP) [32]. Table 1.1 is a summary of four 

currently active demonstration sites in the category of “Clean Energy for Rural and Remote 

Communities,” receiving EIP funding. 
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Table 1.1. EIP projects started in 2018 for clean energy in rural and remote communities [32]. 

Project GI Contribution Location Technology Proposed Expected Benefits 

Hybrid smart-grid solar 
PV and battery 
demonstration project 
[33] 

$2,299,000.00 Gwa’yasdams, 
BC 

Smart-grid solar PV, 
battery energy storage, 
integrated diesel power 
plant 

Use 50,000 L less 
diesel fuel annually, 
72-hours energy 
storage 

Destruction Bay 
Renewable Hybrid-
Diesel Project [34] 

$2,000,000.00 Destruction 
Bay, YK 

Wind turbines, battery 
and energy 
management system 

Economic, social 
and environmental 
benefits 

Gull Bay First Nation 
Diesel Offset Micro Grid 
Project [35] 

$2,000,000.00 Gull Bay, ON Solar PV, battery 
storage, diesel 
generators 

Use 130,000 L less 
diesel fuel annually 

Mary’s Harbour 
Renewables [36] 

$2,543,815.00 Mary’s 
Harbour, NL 

Hydro, solar PV, 
lithium-ion battery 
storage 

Use 400,000 L less 
diesel fuel annually 
- reduction of 30% 

 

Furthermore, in their Reconciliation plan, the federal government details their “support for 

distinctions-based housing strategies,” a funding strategy that aims to address the housing needs 

of Indigenous people in Canada [9]. This project promises $600 million to support housing on 

reserves, $400 million for housing plans in Nunavik, Nunatsiavut and Inuvialuit - communities in 

the Inuit region [9]. As well as $500 million given towards a Métis Nation’s housing strategy [9]. 

Finally, the Northern Responsible Energy Approach for Community Heat and Electricity 

(REACHE) Program funds projects that replace off-grid diesel energy and heat generation with 

renewable energy systems [37]. In 2017, the federal government promised $53.5 million to this 

project, to be implemented in 2018-2019 [37]. Applications for this funding are required to focus 

on “proven technologies” used by solar, wind, storage, hydro, biomass, and heat recovery systems 

[37]. 

 

These projects are mostly focused on the generation of electricity - an important piece for 

improving the lives of inhabitants. Reductions of electricity demand in industries in the north are 

being explored [38], however, there is also a potential to improve the heating and cooling 

equipment of buildings - in order to reduce the electricity demand devoted to space conditioning. 

The two strategies of renewable generation and sustainable use can be implemented as 

complementary solutions.  
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Improving the space conditioning of buildings in the North is something that is being researched 

by some building scientists, architects, and engineers worldwide. From passive house building 

design which optimize solar heat gain in the northern city of Yekaterinberg, Russia [39], to high 

performance building strategies for cold climates [40] [41], new building development can be 

optimized to help reduce the demand for high cost heating energy.  

 

However, retrofitting the existing buildings in remote and northern communities provides another 

opportunity, and the Heating Ventilation and Air Conditioning (HVAC) equipment used to 

generate space conditioning may be the most effective place to start. Can thermal energy be 

supplied to these communities in a way that reduces the environment, economic, and social costs 

currently affecting them? Is there a way to use renewable HVAC sources to reduce the dependence 

on imported fuel? Could the combination of sustainable energy generation projects with efficient-

use energy equipment lead to these off-grid communities being sufficiently powered by less costly 

means?  

 

Figure 1.12 shows an elevated house in Nunavut, which has been built on pile stilts to reduce the 

ground warming effects of direct soil contact - to maintain permafrost stability. Further methods 

to address the permafrost melting issues include heat pipes [42], thermosyphons [43], thermopiles 

[44], and frost foundations [27] are currently being employed.  

 
Figure 1.12. House in Clyde River, Nunavut raised on piles to avoid contact with frozen ground [45]. 
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These systems utilize innovative heat exchange methods (often involving two-phase flow which 

employs latent heat of vaporization and capillary action to transport thermal energy to a desired 

location), however, they are currently not utilizing the heat removed from the ground for another 

purpose. Could this waste heat meet building demands while stabilizing the ground? Are the 

current methods enough to keep up with climate change? 

1.3 GSHPs for Heating & Cooling 

1.3.1 In General 

A Ground-Source Heat Pump (GSHP) is a renewable thermal energy system which utilizes the 

near-constant ground temperatures to exchange heat to and from the conditioned space and the soil 

for space conditioning [46] [47] [48]. These systems are gaining international popularity due to 

their ability to reduce costs, energy use, and emissions [49], and are growing rapidly in Canada 

with an estimated 10,000 units installed annually [49]. However, their implementation has been 

limited by the high initial costs, space requirements, and lack of popularity/reputation among end-

users and industry professionals [49].  

 

While these systems utilize electricity to operate the pump equipment, the GSHP can produce 3-6 

times the energy that it uses [48]. Furthermore, these systems are buried - meaning they are less 

intrusive than other renewable energy systems, and their heat exchange within the ground reduces 

urban heat island effect [50], which is not the case for Air-Source Heat Pumps (ASHPs) or other 

conventional refrigeration systems. Finally, these systems operate efficiently in cold climates as 

their heat source/sink is not in direct contact with extreme seasonal air temperatures [47].  

 

This technology can lower building conditioning electricity demand to only that which is needed 

to power the refrigerant pump of the GSHP system [51]. With their coefficients of performance 

closely linked to their ability to draw and expel heat with the ground, GSHPs have great potential 

in seasonal climates where ground temperatures are constant at a certain depth in comparison to 

the extreme seasonal changes of air temperatures [52]. In winter, heat is extracted from the ground 

and transferred to a refrigerant, which then transfers the heat to the air inside the building with the 

help of a compressor. In the summer, the reverse process occurs so that heat is transferred to the 

refrigerant from the indoor air, and then from the refrigerant to the ground. The reduced electricity 
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demand attributed by GSHPs results in lower electrical costs, making them more economical than 

conventional heating and cooling systems over a long period of time [53].  

 

GSHPs are a sustainable technology, as they undergo a natural thermal recharging or natural 

thermal recovery process [54]. Through the influence of building loads, inlet temperatures to the 

GSHP change with season, which determine whether heat is transferred to or from the ground. 

When building loads switch from heating to cooling mode, the heat extracted from the ground 

during the cold season will replenish when heat from the air in the building is deposited back into 

the ground. This operation can be thought of as natural thermal recharging and works best in 

climates and building types that have balanced heating and cooling loads over the year so that the 

ground has a chance to recover after each season [55]. GSHPs are also sustainable because they 

last a long period of time, and require very little maintenance [56] – but their most significant 

contribution to environmental sustainability is their ability to provide thermal energy without the 

burning of fossil fuels. Furthermore, the reduced electricity demand with the use of GSHPs results 

in the production of less GHG emissions than would be with conventional heating systems.  

 

Currently, the widespread implementation of GSHPs is limited by high installation costs and the 

size of the boreholes [57]. GSHPs have higher capital costs than conventional heating systems, 

which can be a deterrent when their installation is considered. Borefields – the collection of Ground 

Heat Exchangers (GHEs) – are normally in a grid configuration due to space limitations, but 

studies have shown that this arrangement can result in thermal imbalances within the ground if 

heating and cooling loads are not balanced [58]. Furthermore, optimizing the borefield length for 

costs depends on the building loads and geographical location of the system [59]. Thermal 

imbalance over time causes a gradual increase or decrease to ground temperature, depending on 

whether the building is heating or cooling dominant. As the change in ground temperature 

increases, heat transfer decreases, and so does the coefficient of performance (COP) of the GSHP 

[60]. 

 

To meet some of the challenges presented with GSHPs, helical steel piles (HSPs) have been 

proposed for use as GHEs – replacing conventional boreholes. HSPs, which are commonly used 

for building foundation anchoring and stability in the construction industry, are piles that have a 
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screw head which can be drilled into various ground materials, including bedrock and ice. They 

do not need to be drilled as deep as boreholes, and do not require as specialized drilling equipment 

and expertise, which reduces installation costs. Boreholes are typically installed to a depth of about 

300 m below ground level, while piles tend to be installed to a depth between 10-25 m [54]. Since 

drilling is roughly priced by depth [61], boreholes may be much more expensive to drill than piles 

– when the thermal capacities are comparable. HSPs are dual-purpose, since they can also be used 

for foundational support for buildings. This way, they take up even less space than boreholes, and 

create very little environmental disturbance by providing dual function from one installation and 

component. 

 

Jalaluddin and coworkers [62][63] studied the thermodynamic properties of three types of shallow 

GHEs with an experimental setup in Japan [62]. Similarly, researchers in Seoul measured higher 

COPs for GSHPs that utilized energy foundations – steel piles and concrete structural elements 

performed more efficiently as GHEs than the standard COPs for conventional GSHPs [64]. These 

works provide useful data for validation of future shallow piles, however they do not yet check the 

effects of a novel two tube system presented in this research and within the environmental 

conditions of Canada (a colder climate with implications for other northern regions). Similarly, a 

parametric study on the geometric features of a spiral-coil heat exchanger performed by Min-Jun 

Kim et al. [65] utilized an optimization process and simulation methodology that can inform the 

optimization of the piles presented in this research. The borehole radius and pipe diameter were 

shown to be key features in heat exchange optimization due to their effects on thermal resistance 

as shown in [66]. Furthermore, many long-term numerical simulations have been performed on 

conventional borehole heat exchangers to check for their optimal spacing [58], and to compare 

performance within air source heat pumps and hybrid systems. The present research will provide 

novel geometric optimization for shallow GHEs by studying the effects of key parameters on 

thermal performance – while also using a novel pipe offset design. The offset of the inlet and outlet 

pipes in this two pipe GHE creates an asymmetrical heat exchange profile radially around the pile 

– which may be used as an advantage for designers of pile arrays, wherein the spacing between 

piles may be reduced by clustering the lower heat exchange sides together. 
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While there are possibilities for performance enhancement by geometric changes, the soil thermal 

properties were deemed the most important factors for heat exchange performance in a simulation 

of horizontal spiral heat exchangers [67]. Despite this finding, soil thermal conductivity has most 

commonly been represented by a constant value, not considering the varying soil properties by 

depth found in actual operation. Therefore, the present research aims to add further insight into the 

thermal performance of a pile in a varying soil domain, with the thermal conductivity of the soil 

calculated to reflect borehole data from a test site location and a national database. Performance 

effects of the addition of this variable are analyzed, with an aim to closer approximate realistic 

ground conditions with the simulation model – and investigate whether a multilayered soil 

approach affects the geometric optimization results, and thermal capacity. 

 

Finally, conventional GHEs are used almost exclusively with turbulent and transitional flow rates 

– a strategy to increase heat transfer by taking advantage of mixing and convection found in high 

flow rates. The use of laminar flow is not common in GHEs, and there has not been research on 

the thermal performance potential of low flowrate piles. However, for shallow heat exchangers 

such as the HSP in the present study, a laminar flow rate allows the fluid to equilibrate with the 

ground temperature by increasing residence time of working fluid in the pile. This results in greater 

heat exchange potential with the soil, while reducing the pumping requirements of the fluid. 

 

 

1.3.2 In context of northern communities 

In Canada’s Northern and remote communities, there is a significant need and possibility for the 

use of renewable energy systems to provide heating and cooling to the building. This possibility 

is coupled with complex environmental concerns, and a requirement to maintain permafrost 

integrity in these areas. Fortunately, the problems facing these communities are ones that may be 

well addressed by the use of GSHPs.  

 

Firstly, because a GSHP requires less energy input than the thermal energy it outputs [46], the high 

energy costs currently faced by residents may be lowered – which also improves the payback 

period for such systems in these areas. Furthermore, GSHP equipment simplifies infrastructure, 

has high reliability, and low maintenance costs due to a lack of servicing needs – all of which 
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provide significant benefits to remote areas where technicians and parts may not always be 

available [61]. 

 

Environmentally, the GSHPs would reduce local pollution due to the lack of combustion gasses as 

well as minimizing noise pollution [61]. These systems can be coupled with other renewable 

energy generation technology and may be installed alongside some of the existing projects 

underway in Canada’s off-grid communities.  

 

The novel design presented in this research utilizes existing structural steel piles (already used in 

these areas to lift buildings off the ground or reduce their sinking), as the in-ground heat exchanger. 

With this component there exists a potential to not only provide more reliable, and sustainable 

heating – but to also provide structural support for buildings.  

 

The third potential impact of these new GSHPs in Canada’s remote areas is the possibility to use 

the ground thermal imbalance to counteract climate change effects on permafrost. Current GSHP 

systems are traditionally designed to balance their thermal loads annually, so that the heat which 

is removed during the heating season is returned in the cooling season. This balance maintains the 

integrity or capacity of the surrounding soil to continue to exchange heat across years. However, 

given the climate change-induced temperature increase in permafrost soils over time, this thermal 

imbalance consideration may change. Given that each year (mainly in the winter) the soil will be 

gaining more heat than it would without climate change, the GSHPs could be designed to extract 

this added heat in such a way that it may maintain the ground temperature required for freezing – 

in spite of climate change effects. This “beneficial ground thermal imbalance,” has not yet been 

investigated in this function, and so this research will aim to present a foundational case for this 

potential – to be optimized and adapted in many future iterations.  

 

1.3.3 Key Components’ Limitations & Possibilities 

1.3.3.1 The Ground Heat Exchanger 

The ability of the GSHP to deliver space condition relies on the Ground Heat Exchanger (GHE) 

component. This component delivers heat exchange with the soil which allows the heat pump to 

then exchange heat with the indoor circulating equipment. The GHEs are differentiated by their 
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arrangement within the soil (vertical, or horizontal), and their supply of working fluid (open-loop, 

or closed-loop systems) [47]. Within these differentiations, various layouts of the piping that 

transports the heat exchanging fluid also exist. Most commonly, there are U-loop, double tube, 

and multi-tube pipe configurations [62], and there also exist helical pipe configurations [68]. 

Increasing the performance of GHEs depends on their function, which generally falls into two 

categories: to increase heat exchange capability, or (less commonly) to store thermal energy. 

Depending on the aim of the GHE system, the choice of geometric features (even internal fins 

[69]), flow rates, and additional modifications can be made to optimize this function [66]. 

 

GHEs are the focus of much innovation in the field – specifically to find ways to reduce the high 

costs (for deep drilling vertical boreholes), and large space requirements (for drilling horizontal 

borehole fields). These costs and specialized drilling equipment have often limited GSHPs to 

larger scale commercial, multi-unit residential, or industrial building developments – and these 

challenges are likely one of the reasons they are not yet widespread in residential and rural 

applications in Canada. 

 

To address these concerns, researchers have begun work adapting existing in-ground structural 

equipment to serve the potential dual purpose of being a GHE and a building foundation [70] [71]. 

This innovation could greatly reduce the cost of a project [72] by reducing the depth of drilling 

and having the potential to share installation with another building component. Much of this work 

has focused on incorporating GHEs in shallow cement piles, as their thermal mass is favorable for 

thermal storage capabilities [73], and some research also utilizes tunnels and sewers to house the 

GHE equipment [74]. The focus of this study, however, is on the use of helical steel piles to replace 

conventional boreholes in a GSHP system. These steel piles have some mention in the literature  

[62] [63] [75], but are still relatively unexplored in their potential in Canada. The benefits of these 

piles in the context of this investigation into Northern and remote communities, are that they are 

able to be drilled with relative ease into many ground conditions, including ice and permafrost 

[70]. Furthermore, these piles are currently used to elevate and support some buildings in these 

communities – meaning that there already exists experience and technology to implement these 

GHEs in Canada’s northern and remote areas.  
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1.3.3.2 The Soil Component 

While it is a natural resource, the soil domain should be considered a highly important component 

due to its impact on the thermodynamic performance of GSHPs [61] [71] [76]. The ability for a 

GHE to perform its function is directly tied to the capacity of the surrounding soil, and the system 

is vulnerable to the long-term changes that soil might experience.  

 

Soils are non-homogenous mediums that vary in composition and characteristics across regions 

and by depth. These changes can affect their thermal properties, and thereby the performance of 

the GSHP. Specifically, the water and ice content of the soil has a significant effect on the GSHP 

performance as wet soil has higher thermal conductivity, and can reduce the length of GHE 

required to achieve the design heat exchange [61]. 

 

Finally, the soil temperature imposes design limitations on a GSHP system – whether the intention 

is to maintain a frozen soil, or to mimic natural ecosystems in the surrounding area, the system 

must be designed to operate in a way that meets these requirements. While the biological impacts 

of the soil are rarely studied in this field, there are some indications that decreasing the temperature 

of groundwater in the soil below 10℃ creates an environment within which some bacteria-

consuming microorganisms cannot survive [73]. Future studies should investigate this further and 

increase the intersection of research performed by climate scientists, microbiologists, geographers, 

and geotechnical engineers. 

  

1.3.3.3 Helical Steel Pile Configuration 

A helical steel pile is a hollow casing with a welded screw and tip which allow for drilling 

installation into the ground. They are shorter than conventional vertical boreholes, with the 

proposed system being a height of 20 m compared to the hundreds of meters of boreholes. Within 

the steel casing, a working fluid is pumped through inlet and outlet plastic pipes – attached to the 

surface of the pile. This working fluid allows for heat exchange with the surrounding steel wall 

and soil domains in order to achieve the change in temperature required for the heat pump 

operation. The offset of the pipes create novel flow conditions which can allow for specialized pile 

array configurations, and directional ground temperature imbalances (with the highest heat 

exchange rates observed along the length of the pile beside the inlet pipe. Within the cooling 
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season, warm fluid (transporting heat from the building) is reduced in temperature after travelling 

through the pile in order to bring cooling to the space. Similarly, the winter season requires an 

increase in fluid temperature across the pile in order to draw heat from the soil into the supplied 

area. Figure 1.13 is a representation of the key differences between conventional boreholes (a u-

tube is shown here) and a helical pile heat exchanger – where there is a difference in length, and 

the potential for dual purpose rather than just one.  

 
Figure 1.13. Comparison of a conventional u-tube in-ground heat exchanger (left) with a pipe-offset structural pile 
heat exchanger (right). Both provide working fluid heat exchange with the soil, but the pile has the potential to also 

anchor the building as a structural support. 

The proposed system will operate with similar surface equipment (heat pump and distribution 

system within the building) to conventional GSHPs, however, the novelty of this HSP design lies 

in the shallower depths and unique pipe offset positions. Typically, the inner pipes are arranged in 

U-tube, concentric double tube, or multi tube configurations. However, the present system will 

utilize two offset plastic pipes which are disconnected within the larger volume of water in the 

steel casing. Essentially, the water will be funneled into the pile through a long plastic inlet pipe, 

flow back up through the cavity, and then out through an offset outlet pipe. The potential 

performance effects of this pile geometry are explored in this research, and optimizations for pipe 

diameters, and lengths are performed using parametric sweeps in Section 4. 
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1.3.3.4 Evaluating GSHP Performance 

1.3.4 Basic Thermodynamics of a Ground-Source Heat Pump 

This section presents a simplified description of the thermodynamics of a GSHP, it is meant to 

broadly explain its basic functions to create a foundational understanding for all potential readers 

of this thesis. Further details are well presented by researchers in this field and may be found in 

the texts referenced throughout this work. 

 

A heat pump delivers heating and cooling to a space by transferring energy to or from that space. 

Unlike other forms of heating which require the generation of heat (such as a natural gas 

combustion furnace), a heat pump provides heat by exchanging it with an outside source. Another 

important feature of a heat pump is that the direction heat travels can be reversed – so that the same 

equipment that provides heating in the winter can provide cooling in the summer.   

 

To achieve this energy movement, a heat pump uses internal pipes filled with refrigerant to carry 

heat. This refrigerant is chosen for its ability to change phase at chosen temperatures and pressures. 

As these temperatures, flows, and pressures are controlled (by mechanical equipment in the heat 

pump), the refrigerant becomes more gaseous (in the evaporator) and more liquified (in the 

condenser). Each time the refrigerant changes phase, it either releases (when it condenses to liquid) 

or absorbs heat (when it evaporates). It is by this process that heat can be moved from one place 

to another (such as inside a too-warm summer building, to an outside location). 

 

The connection between the heat pump’s refrigerant loop, the environment, and the building it 

services occurs via heat exchangers. The source of heat for a heat pump is the environmental 

domain from which it extracts or expels heat from the refrigerant fluid. In a Ground-Source Heat 

Pump (GSHP), this environmental area is a volume of nearby earth. This section of the ground is 

connected to the GSHP by pipes carrying fluid (typically water mixed with antifreeze). This 

component is called the Ground Heat Exchanger (GHE) because the fluid in its pipes carry heat to 

and from the ground. A similar heat exchange occurs in the building by the building’s distribution 

system throughout the space (through forced air in ducts for example).   
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A schematic of these heat exchanges is shown in Figure 1.14 for both the summer (left) and winter 

(right) operating seasons. The ground heat exchanger, ground-source heat pump, and building 

distribution system are the main components, and each has their own fluid flowing network 

through pipes (in the GHE, and GSHP) or with ducts or pipes (to distribute heat through the space). 

Heat exchange occurs across these fluid lines to move the heat from or into the building depending 

on the temperature inside that space. 

 

 
Figure 1.14. Overview of the heat exchange occurring across the building, heat pump, and ground heat exchanger to 

deliver heating and cooling. 

Heat naturally travels from spaces of higher temperature to spaces of lower temperature. Generally, 

it is hotter above ground in the summer than below it, and it is colder above ground in the winter 

than below it (though this depends greatly on the location and climate, as explored in Section 3). 

The existence of a nearly constant ground temperature is the source of energy that a GSHP utilizes. 

Designing efficient, cost effective, and practical GHEs improves the performance of the GSHP 

system overall, and this component is the focus of this thesis work. 

 

To attain the usable heat exchange required by the GSHP, the GHE undergoes energy transfer with 

the surrounding soil. This heat exchange is complex – involving conduction, convection, phase 

change, ion exchange, and some radiation effects within the soil [73]. While analytical methods 

are possible to calculate heat exchange and temperature distributions, due to the inclusion of the 

soil domain (and the environment surrounding it), exact analytical representations of a full in-

ground heat exchanger for a GSHP are not commonly possible [73]. More details about ways 
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designers and researchers have been able to simplify, solve and study these GHE despite their 

complexity are presented in Section 1.3.5 and Section 2.1.2. 

 

1.3.5 Modelling of GSHP 

Analytical solutions exist to predict the performance of GSHPs [50], however, due to the 

complexity and size of GSHP operation researchers often utilize Computational Fluid Dynamics 

(CFD) and Finite Element Analysis (FEA) to solve governing equations in a numerical simulation. 

In these models, the accuracy of simulation depends on imposed boundary conditions, grid size 

and spacing, detailed material properties, and the correct choice of computational solver and 

convergence criteria. Even still, computational models can converge and output results when their 

conditions were input incorrectly, and for this reason it is important to complement numerical 

modelling with experimental data for validation whenever possible.  

 

The computational requirements to run the software used in these models can sometimes limit the 

ability to create full-scale models of systems - especially those which use large domains, turbulent 

fluid flow, and the coupling of multiple physics modules. This is the case with modelling of GHEs, 

and so previous literature have used various methods to simplify these models. The most common 

case is to approximate fluid flow - rather than simulating it. This technique is applied with a line 

source heat model [77] (which takes the place of the fluid filled pipe), which represents conduction 

from a borehole along a line. 

 

This method is useful for conventional vertical boreholes, but shallow piles have a ratio of diameter 

to length that is much larger [78], and so potential radial effects cannot be assumed to be negligible 

in their simulation. As such, a solid cylindrical model may be used to capture these radial heat 

transfer effects from the GHE [78]. 

 

However, a model which assumes constant heat flux across the pile (radially or along the length) 

is still limited by its ability to realistically replicate physical systems [76]. Due to advances in 

computational technology, researchers can now model the full fluid domain coupled with the heat 

transfer domain – thereby capturing the variability of heat transfer phenomena across the geometry 

of the GHE [63] [69]. These models are able to couple the heat transfer through the working fluid, 
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its surrounding walls, and the soil utilizing Multiphysics coupling. This setup communicates key 

variables between the fluid and solid governing equations until convergence is reached for both 

transmissions.  

 

The model presented in this study utilizes the coupled method of modelling the GHE, modelling 

the full fluid flow and heat exchange within the soil domain. The GSHP is “fed” into this model 

via boundary conditions on the fluid inlet of the GHE which mimic the fluid exiting the GSHP. 

Similarly, the outlet fluid of the GHE model can be assumed to be the inlet fluid to the GSHP – in 

order to calculate its thermal performance in simulation that more closely mimics actual operation. 

 

1.3.6 Limitations & Possibilities 

While these models generally have good predictive performance, most GHE numerical simulations 

simplify the soil to a homogeneous medium – ignoring the effects of layering by depth, water 

content, and porosity – to average the thermal capacity and conductivity across the whole domain. 

In reality, soil is a highly complex porous medium - with material properties that vary by depth, 

season, and temperature [24] [79]. Due to this complexity, geotechnical engineers have developed 

several methods for determining the characteristics of the soil. A Thermal Response Test (TRT) 

may be performed on a soil sample to measure its thermal properties, however, this test requires 

lab equipment, and soil samples. Therefore, analytical models have also been developed to 

approximate these values based on soil type and distribution [80] [81].  

 

In spite of these methods to determine soil properties, it is still most common in this field to assume 

average and constant values – broadly applied to regions. A few studies [50] [72] [82] [83] have 

introduced multiple soil layers, but these often rely on experimental data and do not yet provide 

information for designers in Canada across varying regions. The effect of this limitation is found 

in over and under sizing of borefields – and the potential to cause damage to soils if improperly 

sized.  Temperature distribution in the soil is a key result of numerical simulation of GHEs, yet 

measuring the temperature rises outside of the pile was found to have inaccuracies as a result of 

the homogeneous thermal property assumptions for the soil [84]. 
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Furthermore, there currently does not exist experimental data for the short helical steel pile GHEs 

with the geometry proposed in this study. While this data is being collected in future work, the 

validation of a shallow pile of similar geometry was performed for an experimental study by 

Jalaluddin et. al. for laminar flow [62]. More details about the validation of this study are presented 

in Section 1.6.4.2.  

 

Modelling of GSHPs and GHEs improves as the technology, software, access to data, and 

knowledge of them improves. As such, there is great potential for future models to accurately 

predict fluid flow, heat transfer, porous media, freezing/thawing, phase-change materials, and 

other heat exchanger modifications. The understandings gained from modelling an increased 

complexity of systems will lead to a more informed industry - with the potential to customize 

GSHP systems depending on a wide range of variables. Ultimately, modelling is an effective way 

to predict system performance and employ modifications before building prototypes or 

demonstration sites - saving material cost and waste and reducing the potential for over or under 

sizing of equipment. 

1.4 Existing Knowledge Gaps in the Literature 

While the field of renewable energy using GSHPs has ever growing research and insights from all 

over the world, there remains some opportunities for reviewing assumptions or filling gaps within 

this research. 

 

Firstly, the details of the soil domain can be expanded within modelling from the assumption of 

constant material properties to a more realistic variable representation of soil layers across regions 

and conditions. Updating this domain to accurately reflect its complex features may be difficult 

within the field of GSHPs because some of the detailed knowledge of the ground is located within 

other fields of study – such as geography, chemistry, and geotechnical engineering – this requires 

much interdisciplinary coordination and research. Furthermore, since conventional vertical GHEs 

reach such deep depths, measuring the variable properties across such a large volume of soil 

domain has a greater experimental cost than the benefits of accuracy might be provide. The 

variations within the soil domain tend to be within the upper layers, and so the assumption of 

constant ground properties may be reasonable for systems which reach deep depths. However, as 
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shallow systems are employed more widely, information about the soil properties becomes more 

and more valuable for accuracy of prediction and design.  

 

Borehole logs collected from various installation sites and surveys can be combined into detailed 

databases for use by GHE designers and modelers. This information could be synthesized into 

functions within regions that predict the relevant properties depending on known or easily 

measured values (such as climate information). As well, the effects of the porous nature of the soil 

domain on its heat exchange behaviour can be more broadly expanded through input conditions 

and equations to be used by modelers who may not have the computational ability to model the 

exact physics of a large volume of porous media. Detailed information about the soil domain is 

housed in a wide variety of fields and there exists an opportunity for this information to be shared 

in an interdisciplinary manner to improve the ability for GSHPs to operate sustainably within the 

soil.  

 

The choice of flow rates for GHEs has most commonly been set within the turbulent flow regime, 

and this is the most common instruction given to designers and installers from the literature [73]. 

Having high flow provides many benefits for conventional deep ground GHE systems, as it is 

needed to ensure the fluid flows and mixes across the entire length of the piping. Convective heat 

transfer is most commonly the focus for these systems, with the goal to maximize heat transfer 

rate and capacity – therefore, a turbulent flow would understandably increase the efficacy of 

convective heat transfer. However, in shallow GHE systems, and those with larger volumes of 

fluid, the conductive thermodynamic effects of a slow flow may also provide key advantages – 

and may produce more effective thermal performance of a shallow GHE than a turbulent flow 

would. The combination of use as a thermal storage medium (which nearly equilibrates the 

temperature of the water volume within the underground network to the temperature of the 

surrounding soil), and a heat exchanger (wherein this fluid is pumped through the GSHP at a rate 

sufficient for delivering transient space conditioning) should be further explored. When 

developing a new GHE design, there is a potential that the optimization knowledge from previous 

GHEs may not apply – and may even be in opposition to the optimization of the new design. The 

overall heat exchanging ability of a GHE is the sum of its convective, and conductive heat 
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exchange abilities. This research investigates the potential performance of a shallow GHE with 

slower, laminar flow rates – optimized for the combination of conduction and convection.  

 

Installation of GSHP systems most commonly focuses on large buildings within urban or suburban 

environments – but there may be potential for these systems to be used in smaller, remote 

communities. For example, there may be potential for district heating and/or cooling to multiple 

small residential buildings supplied through a GSHP. For various political, historic, and social 

reasons, the energy needs of First Nations, Innu, Inuit and Métis communities within Canada have 

often been less prioritized than the needs of the larger, urban environments. Yet, remote and off-

grid communities are those which may have the greatest immediate need for new innovations in 

the field of renewable energy. This becomes especially relevant when considering the effects of 

climate change in these regions. The field of sustainable energy should focus on a wide range of 

building applications – beyond just the locations of the largest economic markets. As well as 

providing a needed, and valuable service to historically underserved communities, this may also 

increase the innovation and creativity of designs for the unique needs of more remote locations. 

 

Finally, the conventional design of a GSHP stresses that the supplied building load should be 

balanced across the seasons. In this way, the longevity of the system will be maintained by 

approximately extracting and supplying equal amounts of energy in the heating season as the 

cooling system. This design parameter is extremely valuable for systems which assume the mean 

soil temperature will remain unchanged across decades – the GSHP design should aid in 

maintaining this ground temperature and avoid causing Ground Thermal Imbalance (GTI). A 

graphical representation of this effect is shown in Figure 1.15 which plots the mean ground 

temperature (commonly called the deep ground temperature, which is assumed to be constant 

regardless of seasonal changes) across time. The three curves present the expected behaviour of 

this value when various loads are applied, these are presented without numerical axis as the exact 

temperature and time for this behaviour varies for each installation. The “Overheating” curve 

reflects an unbalanced building load which is cooling dominant; a building which demands a 

greater magnitude of cooling than heating across the year. The “Overcooling” curve is the inverse, 

in which a building demands a greater magnitude of heating than cooling over the year. The 

“Balanced Cycle” can be assumed to be the soil temperature with no annual interference from the 
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pile – because it is installed to be almost completely balanced (the amount of energy the GSHP 

demands is very near the amount of energy it returns across the year).  

 
Figure 1.15. Long term effect of imbalanced loads on the mean ground temperature of the soil in the array. 

 

With unbalanced loads, the mean ground temperature gradually diverges from the natural cycle, 

or perfectly balanced load curve. The cooling dominant load would eventually lead to an increase 

in the mean ground temperature across time, shown in the upward trend of the overheating curve. 

The heating dominant load would eventually lead to a decrease in mean ground temperature – as 

the heat which is naturally occurring within the soil is being extracted to the building at a higher 

rate than it can be replenished, cooling the soil. Typically, designs for a GSHP system will aim to 

avoid the overheating and overcooling curves across time – changing the number and spacing of 

GHEs as well as the load characteristics to achieve this. 

 

However, this design process relies on the assumption that temperature migration is not already 

occurring within the soil across time. Such migration is investigated in this thesis (Section 3.1.2, 

and Section 6) through the effects of climate change (ambient air temperature increases) on the 

mean ground soil temperature over time. The predicted result is that the soil temperature will trend 

upward through seasonal overheating as shown in Figure 1.16. To prevent the thawing of 
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permafrost in regions where this climate change increase would warm the temperature of the 

ground above 0℃, there may be a potential to deliberately apply an unbalanced load through a 

GSHP to have a Beneficial Ground Thermal Imbalance (BGTI) effect.  

 
Figure 1.16. Predicted impact of climate change on mean ground temperature and the possibility for mitigating that 

effect with an unbalanced thermal load. 

The BGTI would be achieved by overcooling the soil to a value which would mitigate the natural 

increase in temperature due to climate change. As the ambient air temperature heats the soil, a 

GSHP pile array with a heating dominant load may be able to extract this extra heat across time to 

maintain the current mean ground temperature and prevent thawing of permafrost.  

 

This potential application of a GHE to act similar to thermosyphons and heat pipes already used 

in these regions to prevent ground thaw, but while also providing usable space heating across time 

(not currently possible with other permafrost cooling systems) is an exciting new opportunity 

within this field. Treating the overheating of the ground due to climate change as an energy source 

for a GSHP system is one which may address a sustainability issue within these regions – while 

also being capable of adapting to future climate changes. The use of unbalanced thermal loads in 

a GSHP system to provide certain temperature benefits is something that should be further 

explored within research and design of these systems to further increase their usability.  
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This research begins the investigation of using HSPs as GHEs, and certainly does not cover all of 

the possible information and optimization that can be performed on these systems. There may yet 

be many design iterations and insights before the system is able to provide all the benefits that it 

is predicted to be able to supply. Figure 1.17 shows the proposed use of these HSPs across three 

potential functions: 1. Structural support for buildings, 2. Operating as GHEs to supply space 

conditioning through a GSHP, and 3. Mitigating the thawing of permafrost by climate change by 

providing local BGTI through a heating dominant operating condition. 

 
Figure 1.17. Proposed function and effect of the HSP as a GHE in Northern climates. 

The literature predicts a wide variety of negative effects without such a potential intervention, 

wherein the thawing of permafrost by climate change will significantly impact the ground – and 

those living upon it. Ideally, the application of interventions which can address multiple needs of 

communities in these regions will provide a more sustainable and stable future in spite of 

increasing ambient air temperature.  
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1.5 Description of Papers & Contributions 

Table 1.2 describes the contributions to this work by colleagues, and the location of where this 

information is used within this thesis (either directly, or with some modifications). Unless 

otherwise specified, the research performed in this work was contributed by the author. 
Table 1.2. Contribution to this work by colleagues. 

Colleague Contribution Section with 
Information 

Dr. Aggrey Mwesigye, 
Postdoctoral Fellow 
Ryerson University, 
Toronto 

Advised in the creation of COMSOL model 2.1.3 
Aided in validation methodology 2.1.4.2 
Provided equations for building load transient 
simulations 

2.5.1 

Leya R Kober, 
Undergraduate Research 
Assistant 
Ryerson University, 
Toronto 

Contributed writing of the introduction section 
for a journal article 

1.3.1 
 

Named and created the distinction between 11 
Zones across Canada 

3, 6.1 

Gathered soil and climate data from online 
databases 

3 

Assisted in calculating the thermal conductivity 
of soil 

3.1.1 

Assisted in modelling some of the geometric 
optimization study cases 

4.3, 4.4 
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The research work presented in this thesis has been communicated in various forms of 

publications, as summarized in Table 1.3. 
Table 1.3. List of publications containing information from this thesis. 

Journal Articles 

Title Status 
Section with 
Information  

Parametric investigation of the influence of geometry 
on the performance of a helical steel pile as an in-
ground heat exchanger for ground source heat pump 
systems, by Sarah R Nicholson, Leya R Kober, 
Aggrey Mwesigye, & Seth B Dworkin 

Submitted, under review 2.1, 2.4, 4 

Impact Potential of A Novel In-Ground Heat 
Exchanger in Northern & Remote Communities to 
Mitigate Permafrost Thawing While Supplying Space 
Heating, by Sarah R Nicholson, Leya R Kober, & 
Seth B Dworkin 

To be submitted (Spring 2020) 1, 3, 2.5.2, 6 

Conference Papers & Presentations 

Title Status 
Section with 
Information 

Modelling and optimization of helical steel piles as in-
ground heat exchangers for Ground-Source Heat 
Pumps, by Sarah R Nicholson, Aggrey Mwesigye, & 
Seth B Dworkin 

Presented & Paper Published 
at IQVEC 2019 in Bari, Italy 

2.1, 4 

Numerical modelling of helical steel piles as in-
ground heat exchangers for ground-source heat 
pumps, by Sarah R Nicholson, Aggrey Mwesigye, & 
Seth B Dworkin 

Presented & Abstract 
Published at CSME Congress 
2019 in London, Canada 

2.1, 4.3 

Other Presentations 

Title Status 
Section with 
Information 

Helical steel piles as in-ground heat exchangers for 
ground-source heat pumps, by Sarah R Nicholson, 
Aggrey Mwesigye, Leya R Kober, & Seth B Dworkin 

Poster presented at the Clean 
Energy Expo 2019 through 
Ryerson University’s Centre 
for Urban Energy in Toronto, 
Canada 

1.1, 1.4 

New technology in Geo-exchange, by Sarah R 
Nicholson, Pedram Hatefraad, Hiep V Nguyen, & 
Seth B Dworkin 

Poster presented at the 
GRADShowcase 2019 through 
Ryerson University in 
Toronto, Canada 

2.1.2 
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2. Methodology 

The following sections outline the computational methodology utilized for this research. In order 

to understand and optimize the thermal performance of the HSP, a numerical model was developed 

and validated using experimental data from the literature. This model was then used to simulate a 

variety of steady state and transient cases in order to investigate the HSP’s performance across a 

range of geometric, operational, and environmental conditions. Details of each of these studies are 

outlined in the Sections 2.4 and 2.5, while a general summary of the flow and purpose of these 

computations are presented in Figure 2.1. 

 
Figure 2.1. Research methodology flow and outcomes. 

In the first step, the computational input and boundary conditions are validated using a model 

created to simulate the transient 24 hour experimental data collected by Jalaluddin and coworkers 

[62][63] from a similar shallow pile in Saga City, Japan. Once appropriate accuracy has been 

achieved, these conditions are then applied to a new computational model of the HSP investigated 

in this work (which is the basis for all the remaining studies). In the second step, the geometry of 
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this HSP is optimized for heat exchange rate using parametric sweeps through a steady state, 

summer operation. The capacity of the HSP is also investigated using steady state studies, for 

summer and winter operation across various regions and soil conditions in Step 3. The results of 

these steady state studies are used in Step 4 and 5, where the capacity in tons/pile is used to 

normalize building load data which is then simulated through a one-year transient study in the 

fourth step, yielding insights into the coefficient of performance and potential number of piles 

required to supply the demand. The optimal pile geometry from Step 2 is used in the 40-year 

transient study of Step 5 to compare the potential long-term influence of geometric improvements 

with the original pile geometry. This final step focuses on the potential usable heating energy 

which can be collected across 40 years in a permafrost region soil with dry and solid ice conditions. 

The soil temperature distribution is also investigated in this step to categorize the potential to 

maintain permafrost despite ambient air temperature increases.  

 

This work aims to develop the foundation of initial data required for further research, innovation 

and implementation of HSPs in GSHP systems. Therefore, information about optimal geometric 

sizes, capacity of each pile to deliver heating and cooling loads, as well as transient performance 

across varying situations are investigated.  

1.6 Model Development 

A numerically simulated model of the pile within soil was created to optimize the system, and to 

explore potential use of GSHPs in northern and remote communities. The COMSOL 

Multiphysics® software ® [85] was utilized for this analysis. The thermodynamic effects of the 

system are modelled using CFD and FEA capabilities in COMSOL. This model did not consider 

the effects of snow cover or ground water flow. The pile depth in all cases is 20 m. 

 

1.6.1 Preliminary Testing of Assumptions 

The first model developed to simulate the HSP included the helix and tipped cap which are used 

to install the pile into the ground like a screw. It was initially thought that the helix of the pile 

might act like a heat exchanging fin (increasing the thermal performance of the pile) so initial 

simulations were performed with multiple helix features. A view of the bottom of this pile model 



37 

(with one helix) is shown in Figure 2.2 (a), and the rough temperature distributions resulting from 

multiple helixes are shown in Figure 2.2 (b). 

 
Figure 2.2. (a) View of bottom section of the helical steel pile model including helix and cap tip (section view on 

left), and (b) initial tests of thermal effects of helix and cap features. 

After these initial simulations, the pile’s helix feature was shown to have minimal impact on the 

heat exchange performance of the pile – with an outlet water temperature percentage difference of 

0.07% when included or excluded from the model’s geometry. Furthermore, modelling the helix 

and the cap tip resulted in an outlet water temperature percentage difference of 0.14%, when both 

were included or excluded. Therefore, to save computational time and greatly reduce mesh 

complexity, the helix and cap tip were not included in the geometry of the models. The effects of 

multiple helix features were not significant enough to be further explored in this work. Therefore, 

the assumption was made that the helical steel pile may be reasonably represented by a simpler 

pile model which does not include the geometry of the helix or the cap tip features. Pressure bulbs 

in the soil below the helix and air gaps (and the associated contact resistance) between the walls 

of the pile and the soil may exist, but they are not included in the model here – these should be 

investigated in future combined experimental/numerical studies.  
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The working fluid is assumed to be incompressible laminar or transitional flow, with a constant 

inlet temperature and flow rate. While colder climates may necessitate a water-glycol or other 

antifreeze mixture being used in the field, water is considered in the majority of the studies for 

comparison purposes (except in Section 6.2 and 6.3). The outer edges of the soil domain are 

assumed to be at far-field temperature conditions which reflect the ground temperature undisturbed 

by thermal interference by the pile. The temperature of the ground is calculated from an open 

boundary condition exposed to the ambient air temperature for that date of study, utilizing realistic 

weather data collected from the Government of Canada’s historical database [86]. 

 

This analysis aims to use a mix of transient and steady state simulations to understand a variety of 

performance conditions. The components of the GSHP are connected to the in-ground heat 

exchanger via the inlet water temperature, such that the heat exchange rate of the pile – and the 

associated change in water temperature – can be used to understand the pile’s performance across 

other operating conditions and HVAC equipment. 

 

1.6.2 Physical Model 

The governing equations solved by the computational model follow those used in GHE modelling 

research [65]. The flow is calculated as an incompressible fluid flowing within circular pipes, of 

no-slip wall conditions. This flow is coupled with heat transfer by considering the internal forced 

convection in the fluid as well as the conduction along the edges of each domain (plastic and steel 

pipes, volume of water, and the surrounding soil). Through this system of equations, the 

temperature distributions and flow fields are solved across the finite element mesh.  

 

Utilizing the incompressible Navier-Stokes formula, the combination of these effects can be 

quantified, and the usable ground heat exchange across the pile (QGHE) is found. Figure 2.3 is a 

schematic depicting three main heat exchange functions occurring along the length of the pile in 

order to deliver this overall energy transfer. 
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Figure 2.3. Schematic of heat exchanging phenomena within each section (close up on the right) of the entire pile 

(on the left) to generate usable ground heat exchange. 

The temperature change across the entire pile (shown on the left of Figure 2.3) are the inputs and 

outputs to the control volume by which the overall ground heat exchange can be measured. This 

energy transfer is achieved via heat exchange across the entire 3-dimensional pile volume, details 

of which are shown on the right of Figure 2.3 in a rough 2-dimensional depiction of the energy 

transmission occurring at a section. Energy travels from and to the flowing fluid via heat 

conduction through the solid domains of the plastic and steel pipes, soil, and stationary fluids. 

Convective heat transfer also occurs via the internal forced normal flow at the inlet of the pipe, 

which transfers energy throughout the flow of fluid. Gravity is applied in the negative z-direction. 

There is assumed to be no internal energy generation, and the properties of the materials are 

constant unless their variability is specified (such as the fluid properties by temperature, and the 

soil conductivity by depth). The temperature of the fluid, plastic, steel and soil components all 

vary with time and location. Key material properties used are density (ρ), specific heat capacity 

(cp), and thermal conductivity (k). 
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The magnitude and direction of ground heat exchange depends on the velocity of fluid flow, size 

of the system, as well as the properties and temperatures of all four components within the heat 

exchanger. For example, when the temperature of the incoming water (Tin) is lower than the 

surrounding soil temperature (Tsoil), the direction of heat exchange will occur in to the pile through 

heat gain (a negative ground heat exchange value). This is the mechanism by which the fluid is 

heated by the ground in the winter to deliver space heating. If the opposite temperature conditions 

exist, then the energy will leave the pile in a positive heat exchange to the surrounding domains 

(delivering space cooling in the summer). 

 

1.6.3 Boundary Conditions and System Parameters 

Boundary conditions were imposed on the model to simulate the inflow of water at a given 

temperature and velocity along the entrance pipe surface. Similarly, the outflow was conditioned 

at the boundary of the top surface of the outlet pipe. To simulate the ambient surface above the 

ground, and the soil conditions below the pile, open heat flux boundary conditions were used on 

the top and bottom of the solid cylindrical soil domain encasing the pile. This allowed for the flow 

of heat across the boundaries at these surfaces, with a temperature corresponding to the outdoor 

ambient air temperature (simulating natural convection at the top open boundary condition), and 

the constant deep soil temperature (simulating the dissipation of heat within the larger surrounding 

soil domain at the bottom open boundary condition). Furthermore, to approximate an infinite soil 

domain surrounding the pile, a temperature condition was set at the outer edges of the soil domain 

(to imitate a far-field temperature condition). These conditions are shown in a schematic of the 

system in Figure 2.4.  
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Figure 2.4. Computational domain with open boundary soil conditions at the top and bottom and constant 

temperature soil condition along the sides 

The top surface of the pile which would be encased within the pile cap is assumed to be thermally 

insulated. The walls of the steel pile are modeled using a thermally thin wall approximation 

condition – this allows for the conductive resistance of the steel material to affect the heat exchange 

and temperature distribution of the simulations without having to create the physical geometry of 

the thickness of the pile. By utilizing this condition, the mesh was simplified, and the 

computational time to convergence was reduced.  

 

1.6.4 Solution Procedure 

1.6.4.1 Finite element grid & solver 

A finite element grid was constructed with boundary layer gridding at the inner edges of the plastic 

pipes to better resolve the solid-liquid interface and more closely capture the transport phenomena 

at the walls of the system (with zero-slip conditions for the fluid flow). Across the larger domain 
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surfaces the mesh was constructed using a free tetrahedral shape. A mesh sensitivity study was 

performed for the variable of outlet water temperature. From a range of 49,187 mesh elements 

(and a steady state computation time of 2 minutes) to 3,292,542 elements (a steady state 

computation time of 3 hours), the outlet temperature variation was at or below 1%. An optimal 

mesh was chosen with 294,744 mesh elements and a computational time of approximately 10 

minutes. Figure 2.5 is a sectioned top view of the mesh. 

 
(a) 

 
(b) 

Figure 2.5. (a) Top and (b) top section view of finite element mesh utilized in solver 
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Further dependency testing was performed on the size of the surrounding soil domain. In order to 

achieve far-field temperature boundary conditions on the outer edges of the soil domain, the 

temperature flux at these edges should be zero. Therefore, using the above grid, the soil domain 

radius was simulated across a range of 3 m, 5 m, and 6 m. A radius of 5 m was deemed optimal 

for computational time and approximating far-field conditions.  

 

The studies were performed using a stationary solver comprising a fully coupled Parallel Sparse 

Direct and Multi-Recursive Iterative Linear Solver (PARDISO) – which is a memory efficient 

method for solving large computational models such as the one in this present study [87]. The 

conjugate heat transfer (for solids and liquids) equations were coupled with the laminar fluid flow 

equations via a non-isothermal flow module and solver. The convergence criteria was an error per 

iteration less than 10-4. 
 

1.6.4.2 Model Validation 

Two pile geometries are studied in the present work; Pile 1, for which experimental data exists in 

the literature [62][63], is used to first validate the model, and Pile 2, a newly proposed 

configuration using two offset internal plastic pipes. Once the boundary conditions and parameters 

are validated with Pile 1, the model is used for parametric optimization and further studies of Pile 

2. 

 

This procedure uses the measured outputs compared with the simulated outputs and updates the 

numerical model conditions until these outputs are within an acceptable range of error. Next the 

model conditions which yielded results with appropriate accuracy are applied to Pile 2 with the 

geometry of the novel pile.  

 

The accuracy of the initial assumptions and boundary conditions were validated using an 

experimental pile setup from the literature. The transient response of the simulated model was 

compared with the measured experimental results in the studies performed by Jalaluddin and 

coworkers [62][63]. In their research, various pile types were modelled and experimentally tested 

for their heat exchange performance, where the double-tube pile type most closely represented the 

novel pile type proposed in this study. Figure 2.6 shows the geometry of the experimental setup 
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(Pile 1) and the novel system (Pile 2) – the validation model uses the larger area of the steel casing 

for the inlet water flow, funneled out through a long central plastic pipe. Pile 2 also has flow in the 

larger steel casing volume; however, the fluid is guided through an inlet plastic pipe along the 

length of the casing, and then out of the pile through a shorter plastic outlet pipe. These two plastic 

pipes are offset from the center by a distance xpl in a custom cap design. 

 
Figure 2.6. Top and side view comparison of the validation pile (Pile 1) and the novel pile (Pile 2) 

The parameters of Piles 1 and 2 are defined in Table 2.1. The validation pile’s temperature 

conditions correspond to the summer climate conditions of the experimental location in Saga City, 

Japan [62], whereas the ambient air temperature and soil temperature of Pile 2 are reflective of the 

summer temperatures in the region of this test project (Toronto, Canada).  
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Table 2.1. Pile configurations, parameters and properties 

Parameter Pile 1 (Validation) [63] Pile 2 (Base Case) 

Inlet water temperature (Tin) 27°C 27°C 

Soil temperature (Tsoil) 17.5°C 12°C 

Ambient air temperature (Tair) 20.3°C 26°C 

Steel pipe outer diameter (do,st) 0.1398 m 0.1140 m 

Steel pipe inner diameter (di,st) 0.1298 m 0.1000 m 

Plastic pipe outer diameter (do,pl) 0.0480 m 0.0320 m 

Plastic pipe inner diameter (di,pl) 0.0400 m 0.0240 m 

Pile length (Lst) 20 m 20 m 

Pile Casing Material Properties Stainless Steel AISI 4340 Steel 

Specific heat capacity (K/kg·K) 460 475 

Density (kg/m3) 7817 7850 

Thermal conductivity (W/m·K) 13.8 44.5 

Inner Pipe Material Properties Plastic PVC Plastic PEX 

Specific heat capacity (K/kg·K) 960 1190 

Density (kg/m3) 1380 450 

Thermal conductivity (W/m·K) 0.15 0.41 

Soil Material Properties   

Specific heat capacity (K/kg·K) 1800 1800 

Density (kg/m3) 1700 1700 

Thermal conductivity (W/m·K) 1.4 Function of depth 

 

Given the inlet water temperature profile from the experimental data, transient studies were 

performed across 24 hours of cooling operation. The outlet water temperatures (Tout) from the pile 

outlet in the simulated model were then compared with the actual temperatures measured in the 

experimental setup (shown in Figure 2.7) to evaluate the accuracy of the model’s results.  



46 

 
Figure 2.7. Validation of transient outlet temperature response at three flow rates 

These results are compared using their values in Kelvin through a percentage error calculation, 

yielding average percentage errors of 0.16%, 0.04%, and 0.39% for flow rates of 2L/min, 4L/min, 

and 8L/min respectively. The 8 L/min validation model yielded the greatest variation between 

experimental and simulation temperature results due to the higher flow rate. Within the 

computational model, this higher flow rate yielded greater temperatures than the experimental 

values, due to the flow existing at higher Reynold’s values than the laminar physics conditions 

were chosen for. The variation in these results are expected to be a result of the error associated 

with using laminar formulae to approximate nearly turbulent flows.  

 

Nevertheless, these results highlight the effectiveness of the chosen boundary conditions and 

model setup in simulating results that closely match real life operation. However, there is also a 

limitation of the current model to provide accurate transient results at the higher flow rate and 

nearing turbulent flow. Subsequent studies are performed within a laminar range of flow, and new 

results will be generated after turbulent experimental data can be gathered for validation of a fully 

turbulent numerical model in future work.   
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1.7 Soil and Climate Zones 

Utilizing generalized climate and soil trends across Canada, eleven zones were created as seen in 

Figure 2.8. These zones are contrasted with the locations of permafrost in Canada, and Figure 2.8 

(b) shows that the location of permafrost ground conditions sweeps across the entire country; the 

Southern Limit of Permafrost touches nearly all provinces and territories [19].  

 
(a) 
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(b) 

Figure 2.8. (a) Generalized zones of soil type, and (b) Canada's permafrost regions [19]. 

 

Locations of remote and northern communities are of particular interest - as well as those above 

the Southern Limit of Permafrost. Therefore, Zones 1, 2, 3, 7 and 8 will be the focus of the soil 

temperature model development for the climate change studies in Section 3.1.2. While Zone 7 is 

the focus of Section 6.2. 

 

The soil conditions of all zones are investigated in Section 3.1.1, and the effect of varying thermal 

conductivity on the steady state performance of the GHEs is described in Section 6.1. Utilizing 

more detailed soil information from a location near Toronto, Ontario (in Zone 9), Sections 4 and 

5 consider soil properties and saturation levels measured from a borehole test performed for this 

research [88].  
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1.8 Flow Rates 

Turbulent flow rates were not the focus of this research. Rather, the performance of these piles at 

lower flow rates was chosen to be investigated. Therefore, to maintain Reynolds numbers below 

turbulent values within the pile, most of the flow rates were at 2 L/min, and 1 L/min. With these 

operating conditions, the functioning of slower laminar flow rates within a shallow ground heat 

exchanger was characterized. Advantages for these lower flow rates can be found in the longer 

residence time of fluid underground, allowing for greater heat exchange with the surrounding soil. 

Essentially, at steady state operation, the lower flow rates allow for the heat exchanger to act as a 

rough synthesis of a thermal storage system (with fluid near equilibration with the soil domain), 

and a cross flow heat exchanger (with convective heat exchange across the inner forced flow). In 

an attempt to bring GSHP technology to a wider range of uses, this lower flow rate may allow 

systems to be sized for a smaller pump, with less electricity demands required to meet the same 

capacity. This is a particular advantage in systems which are inhibited by the cost of mechanical 

equipment, and where electrical energy is of high cost or generated using unsustainable fossil fuel 

combustion.  

 

In this present research, the piles are simulated and optimized as a single pile representing one part 

of an entire array - therein the flow losses across multiple piles in series are not simulated, and it 

is assumed that the defined flow rate is the exact value entering at the inlet of the pile. Future 

installations will need to account for flow losses across the system of pipes within the pile array, 

and further optimizations may be made to maintain an optimal flow rate throughout the entire 

array. 

1.9 Steady State Studies 

Initial simulations performed with the model were focused on steady state performance of the pile. 

These results aimed to investigate the optimal geometry of the pile in an attempt to outline potential 

inherent geometric relationships with heat exchange potential for this novel pipe setup. 

Furthermore, the steady state capacities were found to mimic the peak operating conditions and 

detail the limitations on fluid temperature and load capacity. 
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1.9.1 Parametric Sweeps of Single Pile Geometry 

Before investigating the transient performance of the pile, a detailed understanding of the steady 

state performance and potential optimization must be established. Therefore, a set of parametric 

sweeps was performed for the two main geometric features of a single pile: pipe diameter, and 

length. 

 

1.9.1.1 Diameter 

For these studies the diameters were limited based on current available pipe sizes from 

manufacturers. The diameters of the outer steel pipe casing were sized from [89] and the plastic 

pipe sizes reflect nominal PEX plastic tubing [90]. The inlet and outlet plastic pipe sizes were 

assumed to be the same as each other. Also, due to space and flow limitations, not all combinations 

of pipe sizes were able to be simulated. More details about these sizes are included in Table 4.1 

from Section 4.3. 

 

1.9.1.2 Length 

Next, the length of the inlet plastic pipes was simulated at a range of 0.5 m to a depth of 19.5 m 

within the 20 m steel casing. These simulations were performed using a constant soil thermal 

conductivity (the average value from the borehole test in Section 3.1.1), and using the borehole 

calculated variable soil thermal conductivity by depth. The aim is to investigate any potential 

variations between a homogeneous soil domain and a multi-layer soil domain, and to indicate 

general guidelines for plastic pipe length within the steel casing.  

 

1.9.2 Sizing Capacity of Piles 

Generalizing the capacity of a helical steel pile as an GHE is a fundamental step in the design and 

implementation of these systems for actual use. Therefore, a rough sizing of a pile at a potential 

test site is first performed. In order to generalize the steady state ability of this pile to provide 

thermal energy through the heat pump, the inlet water temperature to the GHE was varied through 

a parametric sweep. This sweep roughly reflects the changes to the water temperature that occur 

through the heat pump in order to meet varying capacities. This process is described in Figure 2.9 
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Figure 2.9. Process for steady state sizing of pile capacity.  

Using the computational pile model in Step 1, temperatures were input for peak ambient air, 

ground and inlet water. Next, the outlet water temperature simulated through the pile model is the 

output which is then used in combination with the inlet water temperature in the heat exchange 

function at Step 2 (this step calculates the overall heat exchange achieved through the GHE). This 

heat exchange is then modified through a heat pump COP function in Step 3, which also takes into 

account the inlet water temperature to the pile. This COP function modifies the simple ground heat 

exchange which was first calculated in order to provide a more realistic thermal energy supply to 

the building (accounting for the heat pump). This actual building energy supplied is calculated in 

Step 4, as the pile capacity output. Through this method, the capacity of building load supplied per 

pile, or per unit length of pile can be found as a function of inlet temperature. This process was 

repeated for both summer and winter peak conditions.  

 

1.9.3 Summer Maximum and Winter Minimum Across 11 Canadian Zones 

The capacity of the piles as a function of region is investigated using the soil conductivities by 

zone calculated in Section 1.11. Utilizing steady state simulations, the soil conductivities in dry, 

wet, and iced conditions will be tested for the peak summer and winter ambient air temperature 

days. While the day of peak temperatures varied across regions, they were all roughly centered 

around the same time of year. Therefore, for comparison sake, a consistent date and time was used 

for all regions. The peak summer conditions are measured at 12:00 PM, noon, on August 1, and 
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the peak winter conditions are studied at 12:00 AM, midnight, on January 1. In this way, the 

instantaneous steady state thermal performance of the pile in each region is compared at the same 

date and time. Utilizing the collected historical ambient air temperature by hour from each location 

[86], the air temperatures at these times are used as the environmental inputs to the model. 

Furthermore, the soil temperature and conductivity by depth for each region on these two days 

also acts as variable inputs.  

 

In order to prevent negative ground thermal imbalance in the soil and reflect a degree of an 

engineering factor of safety in the operation of these piles, the inlet water temperatures for each 

region varied as a function of the mean soil temperature. The difference in temperature of the inlet 

water to this deep ground temperature was set to not exceed 15°C in the summer, or 10°C in winter 

operation. Some exceptions to this rule were applied in regions of permafrost, where the winter 

inlet water temperature would be lower than the freezing point of a reasonable working fluid. For 

these cases, an inlet water temperature minimum of -6°C was applied except in the Arctic region 

whose inlet temperature to achieve heating operation needed to be -8°C, as seen in Table 2.2 below.  
Table 2.2. Operating conditions for seasonal peaks in each zone. 

 Inlet Water Temperature (°C) Ambient Air Temperature (°C) 

Zone Peak Heating Peak Cooling Peak Heating Peak Cooling 

1. Arctic -8.00 6 -32.9 12.2 

2. NNWT -6.00 10.9 -30.2 23 

3. Yukon -6.00 15.7 -22.2 23.2 

4. Pacific 0.66 25.7 -0.1 21.9 

5. Prairies -6.00 17.6 -31.5 30.6 

6. Atlantic -5.45 19.6 -11.2 28.9 

7. NWF -6.00 11.9 -23.2 24.7 

8. NEF -5.86 19.1 -27.4 24.6 

9. SWGL -2.57 22.4 -19.4 30 

10. NEGL -2.37 22.6 -25.2 28.1 

11. BC -0.88 24.1 -18.4 27.6 

 

The goal of this work is to present a generalized case of thermal performance of an in-ground heat 

exchanger across the range of climate and soil conditions in Canada. Whereas previously, all geo-

exchange capabilities are calculated on a per-project, site-by-site basis, creating this novel database 
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will aid designers in developing a generalized understanding of performance. With this knowledge, 

there may be predictive market movements, and a firmer link between geography and thermal 

performance capability of a location.  

 

Further work can improve this database by dividing the regions into smaller zones, which also 

account for groundwater reservoirs, changes in elevation, and any other existing thermal 

interferences (either manmade or natural).    

1.10 Transient Studies 

To investigate the transient behaviour of the pile, two sets of studies were then performed: first to 

test a building load application in the Toronto climate for the duration of a year, and then to test 

40 years of performance using a simple load in a permafrost area at risk for thawing. 

 

1.10.1 Building Load Simulations 

The building load simulations utilize existing hourly loads collected by Alavy et al. [91]. These 

loads are then normalized based on the capacity sizing performed in Section 2.4.2 and applied to 

the model utilizing transient computations of input variables. In this way, the model of a single 

pile approximates the performance of a pile within an array to supply the building load. While the 

array required to meet the various loads may need a wide range of number of piles, this simulation 

will allow for initial indications of COP, and temperature ranges required to meet various loads.  

 

For all of the building loads simulated, the assumed start date of operation was on the first hour of 

January 1, with the assumption that no previous thermal interferences or disturbances were present 

in the soil. Furthermore, it is assumed that the arrangement of the pile in an array will be designed 

for minimal ground temperature interferences between piles. Realistically, a GSHP system may 

begin operating at any season in a year – and this will have an effect on the performance of the 

system. Supplying a heating load to a building after the cooling season has “pre-heated” the soil 

with higher ground temperatures will be easier than supplying this heating in the middle of the 

winter season when the ground temperature is lower. Nevertheless, the January 1 start date is used 

here to compare with a less than optimal scenario of building operation.  
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1.10.1.1 Description of Building Models & Data 

To simulate the use of these GHEs in a realistic GSHP system, building loads were normalized 

and transformed through an analytical representation of the heat pump (represented by a COP 

correlation shown in Equation 7 below), and then applied through the transient input of water 

temperature to the model. In this way, the building load was assumed to be supplied at a varying 

value which directly meets the load required by the building. This method is different to those 

which use cyclic loading [58], in which the heat pump operates only in an ON/OFF function - 

meeting a peak heat flux requirement. While the ON/OFF method is useful for describing some 

heat pump systems, this present study aims to mimic those of a variable speed heat pump, which 

vary either the flow rate or water temperature in order to meet the transient load. Therefore, when 

a building load is demanded, this model assumes the heat pump is “always ON” for this hour - and 

that the inlet water temperature is changed to meet the load, as per the methodology presented in 

[68]. This procedure is shown in Figure 2.10. 

 
Figure 2.10. Process for simulating transient building loads through pile. 

In the first step, the hourly building load from three buildings from [91] were normalized based on 

the capacity sized in Section 2.4.2. Then, this normalized load was input to the COMSOL model 

with the procedure outlined in [68]. Wherein, the heat exchange function in Step 2 yields an inlet 

water temperature value for simulation through the pile model in Step 3. This pile model is also 

modified by hourly air and ground temperature inputs to output a resulting outlet water 



55 

temperature. The temperature of the outlet water continuously updates the temperature of the inlet 

water via Step 2 to create a transient simulation of a building load demand.  

 

The thermal energy supplied by the GHE (QGHE) is related to the actual thermal energy supplied 

to the building (Qbuilding) by the relationships shown in Equation 5 and 6. 

 
𝑄𝐺𝐻𝐸

ℎ𝑒𝑎𝑡𝑖𝑛𝑔 = 𝑄𝑏𝑢𝑖𝑙𝑑𝑖𝑛𝑔 (1 −
1

𝐶𝑂𝑃ℎ𝑒𝑎𝑡𝑖𝑛𝑔
) (5) 

 
𝑄𝐺𝐻𝐸

𝑐𝑜𝑜𝑙𝑖𝑛𝑔 = 𝑄𝑏𝑢𝑖𝑙𝑑𝑖𝑛𝑔 (1 +
1

𝐶𝑂𝑃𝑐𝑜𝑜𝑙𝑖𝑛𝑔
) (6) 

The coefficient of performance (COP) for each season is defined utilizing Equation 7 which 

applied coefficients relating to each season, and modifies the COP depending on the inlet water 

temperature – in this way the performance of a general heat pump may be simulated using the 

coefficients for cooling and heating assumed in [68] which limit the maximum heating and cooling 

to conservative COP values of 3 and 6 respectively. 

 
𝐶𝑂𝑃 = 𝑎𝑇𝑓𝑖

2 + 𝑏𝑇𝑓,𝑖 + 𝑐 (7) 

These relations were combined within Equation 8, which is a summarized version of the inlet water 

temperature input used as a transient input to the numerical model in these studies.  

 

 
𝑇𝑖𝑛 = 𝑇𝑜𝑢𝑡 +

𝑄𝑏𝑢𝑖𝑙𝑑𝑖𝑛𝑔

𝜌𝑓𝑐𝑓�̇�𝑓
((1 −

1
𝐶𝑂𝑃ℎ𝑒𝑎𝑡𝑖𝑛𝑔

) 𝐴(1 − 𝐵) + (1 +
1

𝐶𝑂𝑃𝑐𝑜𝑜𝑙𝑖𝑛𝑔
) 𝐵(1 − 𝐴)) 

 

(8) 

This equation includes the volumetric flow rate of the incoming fluid (�̇�𝑓) measured in m3/s. This 

method allows for the continuous simulation of building loads across seasons, and utilizes cycling 

coefficients A and B to enable the cooling or heating mode portion of the equation. These 

coefficients are input as a corresponding hourly value of 1 or 0 depending on whether the building 

load is a heating or a cooling load for that hour. The input building load does not undergo a 

preprocessing to filter out heating or cooling demand in off seasons, but rather reflects the entire 

signal across the year. The choice to include potential heating in the summer and cooling in the 

winter in this model was made to allow for some complexity, or noise which may exist in actual 

operation. Potential effects of this off season demand are included in this research.  
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Building load simulations were performed for a location within the area of Toronto, Canada, 

wherein the ambient air temperature was included from a database to reflect a year of operation. 

The ground temperature was calculated by the hour using Equation 4 from Section 1.12, and the 

outlet water temperature was probed at each time step in the simulation to update the inlet water 

temperature accordingly. 

 

This method of simulation will enable the collection of water temperatures across the pile as they 

vary with building load, ground, and climate conditions across the year - giving further insights 

into the performance of these piles in a transient case for future comparison with other thermal 

energy systems. As well, the simulation of these building loads will further validate or invalidate 

the generalized sizing capacity of the system described in Section 2.4.2 - if the load is normalized 

for too great a capacity per pile, then the water temperatures across the year will exceed the 

operating range required by the heat pump.  

 

These building load studies are limited by the assumption that operation of the pile begins on the 

first day of the year. For a cold climate, this means that the soil is required to provide heating 

energy through the pile at the beginning of the operation. However, this soil is assumed to be 

untouched by previous thermal loads - and so the heating energy supplied by the pile in the first 

winter is only that which is naturally available through the soil’s collection of energy, this 

assumption may have a small effect on the ability of the pile to initially meet a large heating 

demand. During summer operation, cooling loads add heat to the soil (as it is removed from the 

conditioned building), which allow for more heat to be extracted during the second heating season 

of the year than the first. To further optimize these simulations, the building loads could be applied 

at a range of start dates and for a longer range of years in order to capture any potential long-term 

temperature effects of pile operation.   

 

1.10.2 Permafrost Thawing Mitigation Study 

The Northwestern Forest Zone (Zone 7, referring to Figure 2.8) was found to be a climate zone 

with a near-zero mean temperature (described in Section 3.1.2), and so it can be categorized as 

vulnerable to thaw in the future. For this reason, a transient study was performed at this location 
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simulating the years of 2020-2060. This model investigates two soil conditions from Section 3.1.1 

(dry and solid ice soil) to simulate the thermal effects of different soil conductivities over these 40 

years. Furthermore, the climate change effects were introduced using a simple mean ambient air 

temperature across time, to generate hourly annual air temperatures in this region for 40 years. 

This model utilizes the value of 2°C mean temperature increase, applied evenly across each year 

from 2020-2060 as a 0.05°C/year increase. The weather file was modified such that the current 

year’s weather patterns are maintained with this constant magnitude increase per year. This 

modified weather file is labelled as the “climate changed ambient air temperature” (Tair,CC) and 

varies hourly. 

 

This model is further simplified by assuming a constant inlet temperature is applied to the pile. 

This inlet temperature is the coupling variable between actual operation with the heat pump, and 

the respective building load applied. In the absence of a generalized archetype for buildings across 

all the regions in this study, this constant inlet temperature and flowrate are used in an aim to 

characterize the ground thermal effects, and heat transfer capability, so as to establish a basis for 

future studies with full building loads applied; this inlet temperature was -5°C (which implies the 

need for a water solution to avoid freezing of the working fluid). Simulations were performed with 

the base model described as “Pile 2” in Section 2.1.4.2 with the flow rate of 1 L/min, with a 

Reynold’s number of 1682. Finally, the constant load was applied utilizing the geometrically 

optimized model from the parametric studies at a flow rate of 2 L/min. The initial model is used 

to investigate any potential for this system to mitigate thawing, whereas the tests utilizing the 

optimized pile were more detailed and aimed to investigate a potential maximum impact of the 

GHE on permafrost soil. This study was performed using both dry soil conductivity, and the 

conductivity with solid ice. As well, the working fluid was updated to roughly approximate the 

fluid properties of a 20% propylene glycol solution as described in [92]. 

 

1.10.2.1 Description of Ambient Temperature Rise Model 

As shown in Section 1.12, the ambient air temperature increases associated with a 40-year increase 

of 2℃ will affect the soil temperature by depth in affected regions. Modelling of these conditions 

were first performed assuming there was no GHE intervention – only the soil domain with a 40 
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year hourly ambient air temperature dataset to reflect climate change. Then, the model was updated 

to include the GHE.  

 

Results from this analysis are focused on the transient ground temperature distribution across the 

changes in operation and ambient air temperature. The aim of this part of the study is to show 

whether or not a beneficial ground thermal imbalance (BGTI) can be generated from the use of the 

HSP heat exchanger – one which minimizes the potential ground warming by extracting excess 

heat through the ground loop and GSHP system. These results will be investigated at key points 

within the soil domain: immediately adjacent to the edge of the pile, and at varying distances 

radially from the centre of the pile. This focus will be on the soil region below the active layer – 

within the mean soil temperature depths. How much potential thawing mitigation can be achieved 

– and at how great a distance this effect might manifest will be investigated to guide future 

applications and installation. 
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3. Multi-Layered Soil Model Conductivity & Temperature Predictions 

with Climate Change 

1.11 Soil Thermal Conductivity by Depth 

A key variable in the thermal behaviour of the GHE is the thermal conductivity of soil. Therefore, 

this work aimed to utilize soil layer compositions to gauge variable conductivity by depth. In this 

way, the soil layers and their variations across locations can be included in the numerical model, 

and more closely approximate actual systems. 

 

While the soil thermal conductivity is commonly measured using experimental testing, and is 

performed per site, this work relied on analytical calculation of soil thermal conductivity with data 

available from a borehole test, and through soil databases. Several analytical methods exist for 

calculating the soil thermal conductivity, including the Johansen model developed in 1975 [93], 

which determines an overall conductivity based on weighted dry and saturated conductivities 

combined with a normalized value [93][94]. Conductivity models utilizing heat transfer 

coefficients are also employed, which utilize partial differential equations of heat transport through 

the soil in order to solve for a conductivity with calculated soil temperatures and boundary 

conditions at three time intervals [94]. Furthermore, the de Vries [95] analytical method (also 

created in 1975) of soil thermal conductivity utilizes weighting factors and the conductivities of 

individual soil components to determine an effective soil conductivity of a given sample. These 

methods require the detailed sampling of soil composition, grain size and distribution, and 

moisture/organic content. Comparisons of the various methods have been studied in [94],[96],[97] 

and [81]. The simplified de Vries method [81] was chosen for this methodology due to its 

consistency in calculating conductivities across soil samples [94], and since the values required 

for this calculation are able to be found directly from the borehole test and soil database used. 

 

For the geometric optimization of the piles, a drilled borehole test [98] was performed at a potential 

experimental site within the region of study for this pile. Using the soil type, water content, and 

grain size measured in this test, the effective thermal conductivity of the soil was calculated by 

soil depth – linearly interpolated across the soil region layers found in the soil profile. To expand 
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the studies beyond this site, soil layer information was collected and averaged from three locations 

within each defined zone from the Canadian Soil Information Service (CanSIS) [99], and input 

into the Farouki-de Vries model simplified by Z. Tian et. Al. [81] shown in Equation 1: 

 

 
𝑘𝑠𝑜𝑖𝑙 =

𝜃𝑤𝑎𝑡𝑒𝑟𝑘𝑤𝑎𝑡𝑒𝑟 + 𝐹𝑎𝑖𝑟𝑓𝑎𝑖𝑟𝑘𝑎𝑖𝑟 + 𝐹𝑚𝑖𝑛𝑒𝑟𝑎𝑙𝑠𝑓𝑚𝑖𝑛𝑒𝑟𝑎𝑙𝑠𝑘𝑚𝑖𝑛𝑒𝑟𝑎𝑙𝑠

𝜃𝑤𝑎𝑡𝑒𝑟 + 𝐹𝑎𝑖𝑟𝑓𝑎𝑖𝑟 + 𝐹𝑚𝑖𝑛𝑒𝑟𝑎𝑙𝑠𝑓𝑚𝑖𝑛𝑒𝑟𝑎𝑙𝑠
 (1) 

 

Z. Tian et. Al. utilize 𝜆𝑛 to denote thermal conductivities, however that has been changed here to 

𝑘𝑛 to avoid duplication of variable symbols within the GSHP and energy fields. Furthermore, the 

weighting factor has been renamed from 𝑘𝑛 to 𝐹𝑛. Therefore, the terms  𝜃𝑤𝑎𝑡𝑒𝑟 and 𝑓𝑛 are volume 

fractions, 𝐹𝑛 is a weighting factor (which accounts for soil bulk densities and porosity) calculated 

using formulation from [81], and 𝑘𝑛 are the thermal conductivities of each material. This equation 

has been modified to exclude the effects of vapour in the soil and assumes that ice would replace 

the water terms. These assumptions are made to approximate the lower thermal conductivity seen 

in unfrozen summer ground conditions. Table 3.1 lists the constant material properties assumed 

for each soil component, where the bulk density is only needed for the solid soil components of 

sand, clay, and silt.  
Table 3.1. Material properties used for soil components. 

 Water Ice Air Sand Clay Silt 

Conductivity, k (W/m·K) 0.57 2.28 0.025 7.7 1.93 2.74 

Bulk Density, BD (g/cm3) - - - 1.65 1.35 1.5 

 

Table 3.2 summarizes the result of this pre-calculation on the borehole test site, where the average 

soil thermal conductivity for the overall domain is 1.817 W/m·K, a reasonable value for this soil 

region [97]. These results were used as the soil thermal conductivity for the geometric optimization 

simulations in Section 2.4. 
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Table 3.2. Calculated soil thermal conductivity by depth below the surface 

Soil Layer Depth 
(m) 

Effective thermal conductivity 
(W/m·K) 

Water Content (%) Soil Type 

0.2 2.156 9.3 Silt (fill) 

1.8 2.035 22.0 Silt 

4.6 1.804 24.0 Sandy silt 

6.1 1.166 24.2 Clay 

7.9 2.076 30.1 Sandy seam 

26.1 1.830 28.3 Sandy silt 

27.6 2.278 26.3 Sandy silt 

29.0 1.193 23.2 Clay 

 

Due to a limitation of data in the soil database, some assumptions were made to approximate soil 

thermal conductivity. Mainly, the available information did not include the percentage water, ice, 

or air present in the soil -  as the volume fractions of sand, silt, and clay were from the solid volume, 

not including the void volume (𝜃𝑣𝑜𝑖𝑑). Furthermore, the bulk densities (BD) in the data set 

represented fine particles, ignoring coarse grains present in the soil. To compensate for this lack 

of detail, a volume average bulk density was found using proportional solid soil volume 

compositions from Table 3.1. Furthermore, the particle density (𝜌𝑝𝑑) was calculated using the 

percentage of organic content (𝑓𝑜𝑟𝑔𝑎𝑛𝑖𝑐) in a relationship defined by R. A. McBride et. al. from 

their investigation into Ontario soils [80], simplified in Equation 2: 

 
𝜌𝑝𝑑 = 2.646 − 2.8 ∗ 𝑓𝑜𝑟𝑔𝑎𝑛𝑖𝑐 (2) 

Finally, the void volume (and thereby the potential content of water, air, or ice) was calculated 

using Equation 3: 

 
𝜃𝑣𝑜𝑖𝑑 = 1 −

𝐵𝐷
𝜌𝑝𝑑

 (3) 

From the void volume, several saturation conditions can be modelled: assuming the void volume 

is 100% air, a dry conductivity was found for each layer depth. Similarly, changing the ratio of air, 
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water, and ice within the void volume means various ground conditions can be calculated. These 

will be compared in future work. 

 

After this calculation was performed for each of the locations, they were averaged across depth for 

each zone with the assumption that defined layers had constant properties between the depths 

defining their layer height – yielding a function of soil conductivity by depth which more closely 

represents actual soil properties than current homogeneous models. Table 3.3 shows the results of 

this calculation from the soil layer data for Whitehorse in the Yukon. This data shows the 

relationship between soil layer differences and the resulting conductivities. Here, the dry 

conductivity (kdry) assumes the void volume is made up of air only, the mixed conductivity (kmix) 

assumes the void volume is half air and half water, the wet conductivity (kwet) assumes a fully 

(water) saturated soil, and the ice conductivity (kice) assumes that the void volume is filled with 

ice. 
Table 3.3. Soil layer volume fractions and conductivities for Whitehorse, Yukon. 

 Volume Fraction (%) Soil Conductivity (W/m·K) 

Depth 
(m) 

fsand fsilt fclay fvoid kdry kmix kwet kice 

0 66.6 16.9 5.3 11.2 3.24 3.43 3.61 4.10 

-1 46.2 11.7 3.7 38.4 0.95 1.28 1.40 1.76 

-10 52.3 6.1 3.1 38.5 0.98 1.32 1.45 1.86 

-36 60.3 0.6 1.2 37.9 1.06 1.41 1.56 2.04 

-60 60.3 0.6 1.2 37.9 1.05 1.41 1.56 2.04 

 

As expected, these results show that increasing saturation yields increasing conductivities – and 

highlights that more dense and higher sand-content soils have higher conductivities than other 

layers.  There is also a noticeable variation of conductivity across each soil layer, wherein the top 

layer has the highest conductivity due to the presence of organic content, and a high volume 

fraction of sand for the soil sample in Table 3.3. In the middle range of depths from 1 m to 10 m, 

the soil conductivity across saturation drops due to a higher content of lower conductivity silt and 

clay (rather than the highly conductive sand). Results of soil layers such as this may guide the 
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installation depth of a pile, wherein it is installed at a depth and length which optimizes its contact 

with highly conductive soil layers (for increased heat transfer) or lower conductive layers (for 

thermal storage). The variations by depth averaged for 11 zones are shown in Figure 3.1 for dry 

and saturated soils.  

 
Figure 3.1. Dry (solid line) and saturated (dashed line) soil conductivity by depth per zone. 

For each zone, the saturated soil conductivity is higher than the dry, and the ranges for these 

conductivities are from 0.60 W/m·K to 1.9 W/m·K. These values are comparable to those 

measured in a study on Canadian soils performed by  V. R. Tarnawski and colleagues [97] who 

tested soil samples in a laboratory to compare the effect of dryness and saturation on conductivity. 

From 18 samples, they measured dry soil conductivities from 0.21-0.30 W/m·K, and saturated 

conductivities from 1.52-3.17 W/m·K [97]. Similarly, research into the soil conditions in areas 

around Wuhan city, China, to determine potential for shallow geothermal potential by J. Luo and 

colleagues [100] found a range of soil conductivity from 1.08-3.07 W/m·K across a variety of soil 

lithology with measured water content (between dry and fully saturated) [100].  
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The conductivities presented in Figure 3.1 highlight the non-homogeneous nature of soil – 

especially at depths to 35 m. For shallow GHEs, the variations in these properties may have a 

significant effect on performance, longevity, and optimization strategies. It should also be noted 

that this method of soil thermal conductivity calculation across the larger dataset resulted in 

moderate soil conductivity values. The borehole tested conductivities from Table 3.2 resulted in 

more variability in conductivity across each soil layer. This is likely due to a single dataset yielding 

these results – from a specific site and soil sample. In comparison, the results presented in Figure 

3.1 are averaged across three locations within each zone, and these results were previously adjusted 

by the CanSIS when the National Soil Database (NSDB) was created in order to archive soil 

information across large regions. This, along with the approximations required to account for 

missing soil data are expected to explain the relatively low variations of soil conductivity by depth, 

and the low average conductivity across regions. However, these results are still valuable guides 

for GSHP designers and researchers, as there are variations across regions noted even within this 

generalized analysis. For example, the conductivity of Zones 1, 2, 3, 8, and 11 are greater than 

those in other regions. This result is particularly interesting in the context of permafrost response 

to climate change as shown in Figure 1.8 – here Zone 8 overlaps with the region of highest response 

to climate change. A highly conductive soil will be more responsive to the thawing effects of 

increased ambient air temperature, and this is reinforced by the soil conductivity model created 

here. 

 

To begin to capture the effects of ice on soil conductivity, the void volume (originally modelled 

as air or water) was assumed to be completely filled by ice. This conductivity only considered ice 

to exist in the soil up to the depths at which the soil temperature on the coldest day was at or below 

0°C – as calculated in Section 1.12. The depths which remained above freezing on the coldest day 

had soil thermal conductivities which reflected the fully saturated conditions. These results are 

shown in Figure 3.2. 
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Figure 3.2. Soil conductivity by depth in each zone for soils with a void volume filled by solid ice at depths with 
winter ground temperatures at or below 0℃ (if the ground is warmer than this freezing point, the soil condition is 

saturated). 

These results highlight the increased thermal conductivity of ice, with an increase in soil 

conductivity values across zones with low ground temperatures. Measurements on soil samples 

from a permafrost region in Qinghai, China were performed by W. Pei and colleagues [101], who 

aimed to study thermal conductivity modelling of soils and rocks in these cold climates. From their 

11 samples, they calculated a range of thermal conductivity for unfrozen to frozen soil of 0.794-

2.081 W/m℃ – with the frozen values always greater in magnitude than the unfrozen soil. The 

results from the ice conductivity calculations in Figure 3.2 will provide valuable winter condition 

properties – specifically in investigating the soil temperature distribution radially from the pile. As 
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the thermal conductivity of the soil increases with the presence of ice, there could be a variation 

in the distribution of temperature which may cause interference for pile arrays which were 

designed using summer soil conditions. Further improvements to this soil domain model would 

consider the ice as a phase change material and include an updated equation to account for thawing 

and melting. The present study focuses on ice in its solid state, as the aim is to prevent its thawing. 

Therefore, the simple, solid approximation of ice was deemed sufficient for this work. 

 

Though this methodology supports the improvement of existing soil domain models, it still 

remains incomplete as it does not fully consider the heat transfer ability of groundwater flow, 

which can increase the heat exchange rate by depth up to 4 or 5 times in some cases [32]. 

Furthermore, the porosity of the soil is not modelled utilizing typical porous media heat and mass 

transfer equations. Initial computational models were generated to simulate a saturated porous 

media with the pile attached, however, the computational demands were too great for a full-scale 

model, and the experimental data requirements for validation could not be gathered in the scope 

of this study. 

 

Therefore, although the conductivity of the soil changes to reflect varying soil layers and saturation 

levels, the groundwater flow is not considered - nor are the inter-particle effects of a porous 

medium. Finally, the thermal properties of the soil such as density and heat capacity were also 

maintained at constant values taken from previous studies. All thermal properties may change as 

temperature changes; however, this adjustment is also left to be the subject of future work.  

 

Despite the many challenges of accurately modelling the environment within which the GHE that 

exist, as will be shown in subsequent chapters, the methodology presented here was able to 

generally categorize the variations of conductivity across large regions of permafrost soil zones in 

Canada – which can be useful for initial implementation strategies. Areas with higher 

conductivities may be more susceptible to permafrost melting, however they may also have greater 

GSHP performance. The methodology – and resulting data – presented in this thesis aims to 

provide support to future researchers and designers when building within the non-homogeneous 

soil domain.  
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1.12 Soil Temperature Model 

For the geometric optimization studies presented in Section 4, a constant far-field soil temperature 

was used based on generalized ground conditions from the area of study. However, all other studies 

in the present thesis utilized a more detailed soil temperature model which changes by depth, based 

on the time of year and ambient air temperature conditions.  

 

This variable soil temperature was calculated assuming the diffusivity of the soil varied as a 

function of the soil thermal conductivity, by depth. For the peak soil temperature conditions used 

in steady state studies, the dry soil thermal conductivity by depth for each region was used. In the 

case of transient building load studies in Section 1.18 and Section 6, the soil temperature was 

calculated in every time step of the simulation using the soil thermal conductivity reflected in the 

model (for either dry, saturated or iced soil).  

 

To appropriately measure the connection between seasonal ambient air temperature, and soil 

temperature (Tsoil), a common soil temperature model was used as shown in Equation 4 [65]: 

 

 
𝑇𝑠𝑜𝑖𝑙(𝑧, 𝑡) = 𝑇𝑀 + 𝐴𝑠 • exp [(−𝑧) (

𝜋
365𝛼

)
1
2] × cos {

2𝜋
365

[𝑡 − 𝑡𝑜 −
𝑧
2

(
365
𝜋𝛼

)
1
2

]} (4) 

 

This equation utilizes the annual mean air temperature (TM) , air temperature amplitude (As), day 

of maximum annual temperature (t0), and ground thermal diffusivity (𝛼) to calculate ground 

temperature by time (t) and depth below surface (z).  

 

Figure 3.3 shows the temperature distribution for the warmest and coldest days of the year based 

on historical climate data for five regions (reflecting the zones with permafrost potential). 
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Figure 3.3. Maximum and minimum soil temperature by depth for five zones based on current climate. 

This trend of soil temperature by depth follows a typical pattern with both the warmest and coldest 

temperatures coalescing on an annual mean ground temperature which begins at around 10 m 

depth. Below this point, the ambient air temperature changes associated with normal seasonal 

variations do not affect the soil temperature. However, in the case of climate change, even this 

mean ground temperature is expected to be affected. 

 

To simulate climate change effects, the mean ambient air temperature was increased over 40 years 

(from 2020-2040) by 2°C as is measured to have already occurred from warming in Canada’s polar 
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deserts [11], and is predicted by climate change models [18]. A recalculation of the soil 

temperature with this increase led to a shifting of the mean temperature lines for all regions. Figure 

3.4 shows the effects on Zones 3 and 7, which have mean ground temperatures closest to 0°C and 

are therefore the most at risk of permafrost thawing.  

 
Figure 3.4. Comparison of ground temperatures in 2020 and 2060 in permafrost regions at risk of thawing with a 

projected 2°C mean ambient temperature rise across 40 years. 

The comparison between present day ground temperature and future ground temperatures with 

climate change increases shows that these zones are clearly at risk for permafrost melting. As well, 

the analytical method used here for the purpose of GHE simulation has confirmed the predicted 

ground temperature response by researchers in the field of climate change modelling. The trend 

shown in Figure 3.4, is comparable to Figure 1.6(a) which shows the shifting of the mean ground 

temperature to warmer values over time [18]. Overall, it can be seen that the increase in ambient 
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air temperature will affect the mean ground temperature over time, and that this effect may lead to 

melting of large areas of permafrost soil.  

 

This soil temperature model is a simplified version of the actual feedback loops which relate 

ambient air temperature to ground temperature, and many models have shown that there are tipping 

points of climate change, which will have such significant impacts on environmental factors that 

the temperature changes could be exponentially increased. This model assumes a constant, and 

gradual increase of 0.05°C per year for 40 years, but future work should consider that as large 

areas of permafrost regions begin to melt, the ground temperature effects will not necessarily be 

linear: there will be latent heat transfer from the conversion of ice into liquid, and there will be a 

combination of conductive and convective heat transfer between areas of melted and frozen 

permafrost zones which may play an even greater role in their thawing than the ambient air 

temperature increases. Research by Subin and colleagues on the impact of increased ground 

moisture on mean ground temperature in permafrost regions found that as the void volumes in soil 

were filled by an increasing amount of water, the permafrost warmed by up to 3℃ [102]. As solid 

ice changes phase to liquid this latent heat of fusion was experimentally found to increase the 

warming of permafrost soils [102]. Furthermore, the flow of this melted water through solid ice 

(from the upper surfaces most impacted by air temperatures down to the lower soil layers) can 

dissipate convective heat transfer throughout permafrost regions which would otherwise rely on 

conductive heat transfer – increasing the speed at which melting occurs. Furthermore, future work 

should also consider the potential heat flux from a building to the surface – which may increase or 

insulate the soil from the conventional seasonal temperature formulations.  

 

Nevertheless, the temperature distribution model in this section is useful in simulations of GHEs 

– as even at the shallow depth of 20 m, the mean ground temperature and seasonal changes will 

affect temperature conditions around the pile. Finally, it highlights that even with the simplified 

soil models commonly used in this field – the predicted melting of permafrost studied by experts 

on climate change can also be roughly calculated by observing the mean ground temperature 

changes using Equation 4. The shifting of soil temperatures by depth found in this research further 

validates climate change predictions in the literature and necessitates some intervention to 

maintain the stability of permafrost soils across time. 
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4. Geometric Optimization of a Single Helical Steel Pile 

After the accuracy of the model’s input conditions were checked, the geometry was optimized to 

increase the thermal performance of these piles as in-ground heat exchangers. The heat exchange 

rate by depth 𝑄 in W/m was the key variable by which the optimization was measured: 

 
𝑄 = [�̇� 𝑐𝑝,𝑓(𝑇𝑖𝑛 − 𝑇𝑜𝑢𝑡)]/𝐿𝑠𝑡 

(3) 

 

The mass flow rate of water, �̇�, in kg/s reflected flow rates of 2 L/min and 1 L/min, the specific 

heat capacity of the water, 𝑐𝑝,𝑓, in J/(kg K) was constant at 4187.7, and the length of the borehole, 

Lst, was 20 m. The inlet water temperature (Tin) was kept constant at 27°C, and the outlet water 

temperature (Tout) reflects the surface average of the steady state outflow temperature at the cross-

sectional exit surface of the outlet pipe. In this case, the parametric sweeps are performed using a 

summer operation – when the cooling of the water across the pile will inform the heat exchange 

capability of this in-ground heat exchanger. 

1.13 Temperature Distribution 

For the cooling operation simulated in this study, the entering hot water fluid, at 27°C, is cooled 

by the colder soil domain to exit at a reduced temperature. This change in temperature is the heat 

exchange with the ground by which the GSHP provides space conditioning. Figure 4.1 shows the 

computed isotherms of the base pile (Pile 2), from (a) a side view, (b) a top view, and (c) a close-

up top view with contour lines of constant temperature. 
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Figure 4.1. Temperature distributions within the pile and soil domains of (a) a side view, (b) top view, and (c) closer 

top view with contour lines of constant temperature 

 

In Figure 4.1a, it can be seen that the temperature varies from 12℃ up to about 27℃, with steep 

gradients in the radial direction, away from the pile, and minimal gradients in the axial direction, 

except for in the area immediately below the pile tip. The resulting radial gradient is typical for in-

ground heat exchangers, where the temperature radially decreases from the high temperature inlet 

fluid point. Viewing this temperature distribution from the top (as in Figure 4.1b and c), the radial 

gradient is highest in value at the inlet pipe wherein the cooling load water temperature is first 

entering the GHE. The reduction in temperature at the outlet pipe surface reflects the heat exchange 

across the pile after the fluid has travelled through it. For this novel design, there is an offsetting 

of the peak temperature (as can be seen in Figure 4.1c) which corresponds to the offset inlet plastic 

pipe. Compared to a conventional coaxial GHE, with symmetric temperature distributions, this 
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pile has one edge with a higher heat flux magnitude by depth with an average of 9 W/m2 greater 

than that of the other three intersecting axis points of the circle corresponding to the edge closest 

to the inlet pipe.  

1.14 Flow Field 

The flow field for the base pile at 2 L/min is shown in Figure 4.2, where the velocity magnitude is 

shown as a colour gradient with a red streamline indicating flow direction at the (a) bottom section 

of the pile and (b) top section.  

 
Figure 4.2. Streamlines and velocity magnitudes of flow in (a) bottom section of the pile and (b) top section of the 

pile. 

The streamlines in Figure 4.2 indicate the direction of flow which either curves out of the inlet pipe 

and back up the pile (in Figure 4.2a) or funnels out of the outlet plastic pipe in Figure 4.2b. The 

gradient of fluid speed show that the velocity achieves a peak within the centre of the inlet pipe 

(due to the no-slip wall conditions with the normal inlet flow velocity). This condition represents 

forced fluid flow within a pipe with friction along the wall. The flow of the larger volume of water 

within the steel casing void is low, allowing for conductive heat transfer and near equilibrating of 

temperature with the surrounding domains. 
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1.15 Influence of Pipe Diameter on Performance 

The first parameters that were investigated were the pipe diameters of the interior plastic and 

exterior steel pipes in the pile. The range of these sizes were chosen from nominal pipe sizing 

available from manufacturers for these components [89][90]. Table 4.1 shows the range of 

diameters for which were simulated. 
Table 4.1. Diameter sizes used in first parametric sweep 

Steel Casing Plastic Pipe 

Nominal 

Size 

Inner 

Diameter 

(m) 

Outer 

Diameter 

(m) 

Nominal 

Size 

Inner 

Diameter 

(m) 

Outer 

Diameter 

(m) 

Pipe Offset 

(mm) 

API 13.5 .09957 .1069 ⅜” 0.00914 0.01270 25.4 

API 23 .1186 .1292 ½” 0.01232 0.01588 25.4 

API 29 .1571 .1673 ⅝” 0.01483 0.01905 25.4 

API 53 .2205 .2325 ¾” 0.01730 0.02223 25.4 

API 60 .2736 .2860 1” 0.02223 0.02858 45.7 

API 68 .3136 .3267 2” 0.04750 0.05080 63.5 

 

There was some variation in pipe offset from the center due to the increase in pipe size. 

Furthermore, the API 13.5 casing was not simulated with 2” plastic pipes due to the limitation of 

size within the casing. Likewise, the 3/8” plastic pipe size was not simulated for the normal sized 

API 68, and API 23 for some cases due to computational limitations. To gather multiple sets of 

data within the laminar flow range, four situations were simulated: the range of sizes presented in 

Table 4.1, and a doubled version of these sizes, both at 1 L/min and 2 L/min flowrates. With these 

studies the variations of thermal performance by size and flow rate can be evaluated.  
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Figure 4.3 presents the results from these parametric sweeps for each of the four cases of study. 

This figure shows the steady state heat exchange rate per unit of depth achieved for each 

combination of plastic and steel pipe sizes at the two chosen flow rates. The data is represented as 

a series corresponding to nominal steel sizes (which are doubled in the corresponding simulations), 

with the independent variable being the nominal plastic pipe size. In this way, the performance 

changes of each steel casing size can be tracked as inner piping diameters are changed. 

 

 

 
Figure 4.3. Heat exchange rate by depth at 1 L/min using nominal sizes (upper left) and a doubled version of the 

nominal sizes (upper right), then again at 2 L/min with the nominal sizes (lower left), and the doubled 2 L/min case 
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(lower right). Showing the effect of changing the inner plastic pipe sizes in combination with changing the outer 
steel casing size. 

These results highlight the importance of flow rate in thermal performance. Across all pipe sizes, 

increasing the flow rate from 1 L/min to 2 L/min increased the heat exchange rate by an average 

amount of 383.98 W for the normal sized pipes and 398.70 W for the double sized pipes. The 

upward trend in the left graphs (nominal sized at 1 L/min and 2 L/min) in Figure 4.3, with the 

downward trend in the right graphs (double sized at 1 L/min and 2 L/min) indicate that the sizing 

of plastic pipe and steel pipe optimizes at a middle point, where the normal size showed a general 

trend of highest heat exchange rate with a 2” plastic pipe, but the 2”* pipe (a 4” nominal pipe from 

the double size tests) was the lowest heat exchange rate in the double size casing. This trend 

appears at both flow rates and indicates the role of geometric conditions on fluid flow and heat 

transfer in these exchangers. 

 

Across each combination of inner plastic pipe diameter change, within the steel casing diameter 

changes – there exists a stepping of geometric features such as water volume. This stepping is 

represented using a ratio of inner steel pile diameter to inner plastic pipe diameter, as well as total 

water volume, and resulting heat exchange rate by depth in Figure 4.4 for the doubled 1 L/min 

case. 
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Figure 4.4. Comparison of geometric and thermodynamic parameters across simulation datasets. 

The lower graph in Figure 4.4 depicts the full range of steel and plastic pipe diameter changes 

within the doubled 1 L/min case. The total volume of water within the pile increases significantly 

as the outer steel casing size is changed. In comparison, the ratio of the diameters jumps with each 

steel casing size increase, but decays as the inner plastic pipe diameter is increased. The heat 

exchange rate by depth in the upper portion of Figure 4.4 reflects a combination of the lower two 

trends across the dataset – wherein there is a general increase in thermal performance as the steel 

casing size is increased, but this decays as the inner plastic pipe size becomes larger.  
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The conditions represented by Figure 4.4 give an initial understanding of the relationship between 

flow conditions, pile size and heat exchange within these GHEs. Fundamentally, these graphs are 

a representation of the simultaneous effects of conduction and convection in this heat exchanger. 

The increase in water volume increases the mass of heat transfer fluid acting in both conductive 

and convective heat exchange with the surrounding domains, and the increasing ratio of diameters 

results in an increasing Reynold’s number - with a higher convective potential. 

 

To further understand this relationship, a geometric factor (GF) in m3 is defined which multiplies 

the ratio of diameters by the total volume of water (Vw) within the pile, as seen in Equation 3: 

 𝑑𝑖,𝑠𝑡

𝑑𝑖,𝑝𝑙
∗ 𝑉𝑤 = 𝐺𝐹 

(3) 

 

This geometric factor was applied across the entire dataset in order to transform the stepping 

behavior seen in Figure 4.4 to a more generalized trend across the entire parametric sweep set. By 

linking the ratio of diameters to the volume of water within the pile, the competing effects of higher 

heat transfer by greater Reynold’s number, and higher heat transfer by greater water volume (and 

residence time) are combined into one term (GF).  

 

Figure 4.5 shows the effect of this geometric parameter on heat exchange rate by depth across the 

entire dataset. Trendlines are drawn for datapoints of the two different flow rate conditions to show 

a rough pattern between these variables.  
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Figure 4.5. Heat exchange rate by depth versus geometric term for all data 

Generally, increasing the GF increases the heat exchange rate by depth to a maximum, seen here 

at approximately 130 m3, after which the performance improvement begins to reduce. This result 

supports the trends observed in Figure 4.3 where the thermal performance of the piles improved 

across increasing steel pile size to a peak, and then decayed after a maximum across both flow 

rates. The balance of convective and conductive heat transfer ability within GHEs is an important 

feature in the optimization of their design, and the competing effects of increasing or decreasing 

size results in this parabolic trend.  

 

The ground temperature distribution changes from these parametric studies are shown in Figure 

4.6 for the normal and double sized API 13.5 steel pipe, at the minimum and maximum heat 

exchange rate (plastic pipe sizes of 1” and ⅜” respectively). This temperature is collected from the 

y-axis running horizontally through the model at a depth of 15 m. 
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Figure 4.6. Effects on ground temperature distribution by diameter changes 15m down 

The center temperature peak represents the fluid temperature, and the offset of this peak is a result 

of the unique inner geometry (as opposed to conventional coaxial pipe layouts which have a 

centered and symmetric ground temperature distribution). The double sized piles have a broader 

temperature distribution due to their larger radius of thermal mass within the soil. However, all 

sizes reach the same approximate far field temperature, with the same general trend that is 

consistent with studies of geo-exchange boreholes [77]. This result indicates that the conventional 

spacing of the piles will be unaffected by optimizing the steel and plastic pipes to improve heat 

transfer – however, the offset of temperature distribution in the ground close to this novel pile also 

indicates that novel array orientations may be implemented. At distances less than 2 m from the 

centre of the GHE, the spacing between piles at their lower heat transfer sides may be reduced – 

while orienting the higher heat transfer edge strategically away from the surrounding piles. This 
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result may play a role in thermal foundations which rely on the helical steel piles for the dual 

function of heat exchange and structural support. If the structural design necessitates a clustered 

pile array around a central location, the thermal interference between piles may be slightly reduced 

by careful orientation, as shown in Figure 4.7. 

 

 
Figure 4.7. Temperature distribution of three piles with radial orientation. 

 

Three piles of the base geometry (Pile 2) were simulated within the soil domain at radial distance 

of 0.5 m from each other. These piles were orientated such that the inlet pipes (and edges with 

highest heat flux) were facing directly away from each other. The temperature gradient shows that 

there is thermal interference between piles, but this clustering may have reduced this effect – as 

the contour lines of constant temperature are concentrated on the outer edges of this pile array. 

This proposed layout may increase the number of GHEs within a small footprint and will be a 

focus for further research and optimization with these piles. 

 

Table 4.2 shows the potential improvements to thermal performance by optimizing for either the 

steel or plastic pipe from the 1 L/min normal size parametric study results. The maximum 

difference is calculated as the maximum minus the minimum heat exchange rate for a range of 
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sizes within the given category (all plastic pipe sizes within the API 13.5 steel casing for example). 

This table also indicates the combination of plastic and steel pipe sizes which achieved the optimal 

heat exchange rate for this operating condition.  

 
Table 4.2. Maximum differences in heat exchange rate by depth by plastic or steel pipe changes 

Effect of Optimizing Plastic Pipe Diameter Effect of Optimizing Steel Casing Diameter 
Nominal Steel 
Size 

Max. Difference 
(W) 

Optimal 
Plastic Size 

Nominal 
Plastic Size 

Max. Difference 
(W) 

Optimal Steel 
Size 

API 13.5 18 ⅜” ⅜” 43 API 53 
API 23 48 2” ½” 90 API 68 
API 29 71 2” ⅝” 82 API 68 
API 53 56 2” ¾” 81 API 68 
API 60 35 2” 1” 60 API 68 
API 68 35 2” 2” 51 API 68 

 

The goal of presenting these results is to guide designers in optimization when one of the diameters 

is fixed. If, for example, the steel casing size has been determined for structural requirements, the 

design may still be optimized by choosing an appropriate inner plastic pipe size for that pile. These 

results indicate that the performance of a 20 m long helical steel pile may be increased by up to 90 

W when choosing the appropriate combination of steel and plastic pipe. 

 

When comparing the thermal performance of the optimized API 68, 2” pile to the base pile design 

(Pile 2) described in Section 4.2.1, using a 2L/min flowrate in cooling operation, the improvements 

were equivalent to the reduction of 1 pile in the array. With a GSHP cooling coefficient of 

performance (COPc) of 5.1 based on the inlet water temperature, 12 optimized geometric piles are 

required to meet a 3 ton cooling capacity, compared to 13 required for the same load with the base 

design (wherein each individual pile supplies approximately 0.25 and 0.24 tons of cooling 

respectively).  

 

These results indicate that there can be a material savings by optimizing the diameters of the pile 

components - and a potential to reduce the number of piles required to meet a load. As well, these 

results provide a foundation for the use of laminar flow - a benefit in shallow piles which rely more 

heavily on thermal equilibration with the soil for their heat exchange than conventional piles - 

which require turbulent flows to achieve the flow for movement across the deep boreholes. 
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1.16 Influence of Pipe Lengths on Heat Exchange Rate 

Next, the length of the inner plastic pipes was optimized. Figure 4.8 shows the results of the base 

case (Pile 2) geometry with increasing inner pipe length from 0.5 m to 19.5 m; all other parameters 

remained constant. This parametric sweep was simulated using a constant soil conductivity model, 

as well as a variable soil conductivity model which represented the multi-layered soil. 

 
Figure 4.8. Effect of changing inlet pipe length on heat exchange rate by depth. 

As reflected in the upward trend of data points in Figure 4.8, the inlet pipe length has a near linear 

relation with heat exchange rate by depth – where the increase in length leads to a proportional 

decrease in outlet temperature (and thereby an increase in heat exchange rate by depth for the 

cooling operation studied in this section) with a slope of approximately -0.4 °C/m for the cooling 

operation simulated in this study. Therefore, the longer the inlet pipe, the higher the heat exchange 

rate by depth for the pile. This is an intuitive result, as the inlet pipe dictates how deep into the 

heat exchanging medium the fluid will travel - increasing the heat exchange capability. The effect 

of soil thermal conductivity variability by depth was minimal on these results, so too was the effect 

of considering a variable or constant value for conductivity in the soil. 

 

Similarly, the length of the outlet pipe was simulated for a range of 0.5 m to 19.5 m with a step of 

0.5 m. The other geometric features of the pile were consistent with the base case (Pile 2 in Table 
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2.1). Figure 4.9 shows the resulting overall heat exchange rate by depth of these parametric studies, 

where the simulations were performed using the variable conductivity of the soil by depth 

determined from the borehole test, as well as using the average constant ground thermal 

conductivity (shown as lines with the independent variable depth below the ground surface).  

 
Figure 4.9. Effect of changing outlet plastic pipe length on the heat exchange rate by depth using a constant soil 

thermal conductivity and one which varies by depth. These thermal conductivity values are shown by line graphs. 

 

While the parametric sweep of the outlet pipe length using a constant soil thermal conductivity 

(1.817 W/m K) yielded a near constant heat exchange rate by depth of an average 38.4 W/m, the 

sweep performed with the varying soil thermal conductivity resulted in a range from 47.2 W/m to 

42.0 W/m. The thermal performance of the pile within the variable soil conductivity model began 

to decay after between 8 and 11.5 m below the surface – which correspond to the start of a high 

conductivity soil layer in the multilayered soil model. These results highlight the significant 

potential impact that a variable soil conductivity model can have on some thermal performance 

enhancement conclusions of an in-ground heat exchanger. The constant soil conductivity model 
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indicates a nearly negligible increase in heat exchange rate potential by increasing the depth of the 

outlet pipe. However, the results for the variable thermal conductivity show the opposite to be true. 

In this case, the heat exchange rate by depth was optimized at a pipe depth which corresponded to 

a soil level of high thermal conductivity (at approximately 8 m depth). This result indicates that 

there may be an advantage to allowing the fluid to fill the inner steel casing cavity until the optimal 

soil level is reached before funneling it out of the pile in the outlet pipe. These results were not 

seen in the inlet pipe length parametric sweep, where a comparison of variable and constant soil 

thermal conductivity had little effect on the heat exchange trend. Therefore, the soil thermal 

conductivity has a greater effect on the lower velocity fluid (outlet water), wherein conduction 

with the soil is a driving feature of heat exchange.  

 

These results imply a potential to save on the material of the outlet plastic pipe - wherein increasing 

the length of this pipe did not show significant thermal performance improvements and may have 

a detrimental effect depending on soil layer types and locations. There is also a potential here for 

site-specific depth optimization using the data collected during the soil testing typically performed 

by industry before installation. This multi-layered soil approach shows that the conductivity of the 

soil layers influences the optimization of the outlet plastic pipe length – and this length should be 

designed to allow for the greatest volume and residence time of the heat transfer fluid to coincide 

with the soil layers of highest thermal conductivity. 
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5. Performance of the Helical Steel Pile in a GSHP System 

This chapter begins the process of measuring the performance of the piles within a GSHP system. 

First observing a single pile under peak heating and cooling conditions, a parametric sweep of inlet 

water temperature in Section 1.17 investigates the potential capacity of a single 20 m pile, along 

with the predicted coefficient of performance (COP). This capacity is then used in Section 1.18 

with normalizing three sets of building loads of varying characteristics to analyze the transient 

performance of one pile within an array. These results indicate expected operating temperatures of 

the working fluid, and radial distances of ground temperature impacts in order to inform pile 

spacing. 

1.17 Sizing the Peak Heating and Cooling Capacity 

Using the soil conductivity calculated from the borehole log [98] in Section 3.1.1, and the ground 

temperature distribution from Soil Zone 9 calculated in Section 1.12, two steady state conditions 

were modelled. The first case investigated a peak summer cooling condition, with a maximum 

ambient air temperature of 32.8℃, and the second case used a minimum ambient air temperature 

of -19.4℃ to simulate a peak winter heating condition (the ground temperature distributions 

reflected the seasonal temperatures on these peak days). A constant flow rate of 2 L/min was 

conditioned at the fluid inlet surface, within the Base Case (Pile 2 in Table 2.1) geometry, to 

perform a parametric sweep of inlet water temperature. The winter inlet water temperature was 

simulated from 0-15℃ in winter, and from 10-30℃ in summer, both with an increment of 1℃.  

 

These inlet (to the pile) water temperatures were used to calculate COPs for each season with 

Equation 7 from Section 1.10.1. The resulting outlet water temperatures from the parametric 

sweeps informed the expected thermal energy load (Qbuilding) supplied by the pile using Equations 

5 and 6. Both of these values are plotted in Figure 5.1 for the entire range of inlet water 

temperatures. 
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Figure 5.1. Building load (Qbuilding) supplied by the pile versus inlet water temperature to the pile for heating (winter) 

and cooling (summer) modes. This graph includes the variation in COP for heating (COPh) and cooling (COPc). 

As the inlet water temperature increases, the heat exchange across the pile and therefore the ability 

to supply building load also increases with a positive slope in a linear manner. As the incoming 

working fluid increases in temperature above 11℃ in the summer, the pile is able to cool this water 

at a linearly increasing capacity. Inversely, as the inlet water temperature decreases below 5℃ in 

the winter, the pile is able to heat this water at a linearly increasing capacity (decreasing value of 

Qbuilding, increasing in magnitude). For the summer conditions, this slope is slightly less steep than 

in the winter conditions but reaches a maximum cooling capacity at the maximum inlet water 

temperature supplied. The lower inlet water temperatures of 10℃ and 11℃ were unable to provide 

useful cooling energy, and so these data points are shown as outlined markers without fill in Figure 

5.1 to contrast the other usable inlet water temperatures (markers filled with colour). The heating 

load capacity in the winter season reaches its peak at the minimum inlet water temperature. The 

negative refers to the direction of heat exchange, with heat being extracted from the soil into the 

working fluid (in the opposite direction of the cooling mode which has heat leaving the pile into 

the soil). Therefore, the lower the inlet temperature, the greater the heating capacity of the pile. 

However, this inlet temperature is eventually limited by the freezing point of the fluid, and the 

operating temperatures of the GSHP. The optimal heating capacity must reflect the appropriate 

operating temperature limits of the working fluid in the GSHP system. 
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The ability for the pile to deliver space conditioning through heat exchange with the working fluid 

relies heavily on the temperature of the surrounding soil (the heat exchanging medium). The 

difference in temperature between the exiting fluid and the incoming fluid to the pile is plotted per 

inlet water temperature simulated in Figure 6.2. When this difference crosses from a positive to a 

negative value it indicates that the direction of heat exchange has switched – the pile is moving 

from a cooling to a heating mode. As the primary heat exchanging medium, the average ground 

temperature dictates the point of this switch.  

 
Figure 5.2. Temperature difference versus inlet water temperature for winter and summer peak steady state studies 

 

From Figure 6.2, the winter and summer differences in fluid temperature cross the axis at 

approximately 5℃ and 11℃ respectively. These temperatures reflect the average seasonal soil 

temperatures for the dates of study performed. Through the calculation of ground temperature by 

depth presented in Section 1.12, the deep ground mean soil temperature (the constant temperature 

below the depth affected by seasonal variations) was calculated for this region, Zone 9, to be 

7.43℃.  The average soil temperature to a depth of 30 m for this zone on the peak winter and 

summer day was calculated to be 6.28℃ and 8.81℃ respectively. Differences between the 

calculated average soil temperatures in Section 1.12 and the resulting values shown in Figure 6.2 

may be due to the effect of the steel, water, and plastic components within the pile. Since the fluid 
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is not in direct contact with the surrounding soil but has varying conductivities and thermal mass 

associated with the necessary pipes for fluid transport, some difference in the numerical simulation 

temperature with the soil-only analytical model should be expected.  

 

These results confirm that the change in fluid temperature across the pile is closely tied to the local 

ground temperature. It is also seen that the inlet fluid temperature will dictate the direction of heat 

exchange to provide heating or cooling at different values in the winter and summer seasons. The 

inlet water temperature in the summer season should be higher than the average mean ground soil 

temperature to provide cooling, and the inverse is true for the winter season. 

 

While experimental data for validation of a turbulent numerical model was not available at the 

time of this research, the difference in heat exchanging performance from the laminar versus 

turbulent flow was tested for the summer peak conditions at an inlet water temperature of 27℃. A 

turbulent model was created using a flowrate of 8 L/min, initial values of turbulent kinetic energy 

of 1.07 x 10-4 m2/s2, a turbulent dissipation rate of 6.53 x 10-5 m2/s3, an inlet turbulent length scale 

was 2.80 x 10-3 m, and a turbulence intensity of 0.049. A constant soil temperature by depth of 

7.4℃ was chosen to reduce computational time, and the steady state cooling capacity of a turbulent 

flow in this pile was calculated to be 0.07 tons (0.29 kW) per 20 m pile. This is a reduction in 

capacity by 0.59 kW or 71% when compared to the base pile at 2 L/min. While this result should 

be further validated with experimental data, the results showed the expected behaviour in 

temperature distribution and fluid flow – and the model was performed using the same boundary 

conditions as the laminar comparison model. This finding indicates that thermal performance of 

shallow GHEs may be significantly improved by using slower, laminar or transitional flows – as 

the high-speed turbulent flows traditionally used by much deeper GHEs is too fast for the fluid to 

achieve usable heat exchange within the soil domain. Next steps in research on HSP as GHEs 

should include a full parametric sweep of various flow rates (laminar to turbulent) in order to 

optimize the heat and mass transport within a range of pile geometries, and this should be informed 

by both computational models and experimental data. 

 

To investigate the effect of the geometric optimization of the pile diameters performed in Section 

1.15, a steady state summer peak study was performed using the same environmental conditions 
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above with an inlet water temperature of 27℃. This resulted in an increase in building cooling 

load by 68.8 W (an 8% increase) and yielded a cooling capacity of 0.25 tons instead of the 0.24 

tons resulting from the base pile at this inlet water temperature. This results in a reduction of 

number of piles in an array needed to meet a 3-ton cooling capacity from 13 piles to 12 piles by 

optimizing the pile diameter. The reduction in number of piles required for the array from only 

geometric optimization of the pile features is a significant improvement which may benefit small 

projects and larger ones wherein hundreds of piles are used. Since many installations will use a 

range of pile sizes as dictated by installation variables, the cooling capacity of the 20 m pile is said 

to be approximately ¼ ton (or 1.05 kW). Variations in this capacity can be achieved by changing 

the pile length and diameters, and this performance is also affected by the soil and climate 

conditions of each individual installation site. Nevertheless the capacity of ¼ ton is used in the 

following Section 1.18 to normalize the peak building capacity drawn from one pile in both the 

heating and cooling seasons. 

1.18 Annual Performance with Three Building Load Sets 

Next, a full year transient study was performed using the pile in a simulated interaction with a 

GSHP and building loads. This simulation was performed using time step increments of 10 hours 

and 1 hour. There were no significant variation in the results for both time step intervals, however 

the computational cost difference between the two studies was an increase in time of 210 minutes 

(from 28 minutes computation time to 3 hours and 58 minutes), and a difference in file size from  

7.4 GB to 73.5 GB. Therefore, the remaining studies were simulated using a computational 10-

hour time interval (the inputs remained hourly). 

 

The performance of the HSP within a GSHP system was tested using three building load sets from 

[103]. These loads were not preprocessed to remove heating or cooling in off seasons but were left 

as the variable hourly data from the study in an attempt to maintain variability which might occur. 

This load was normalized to ¼ ton capacity per pile – such that the peak of either the heating or 

cooling season (depending on which had the greater magnitude) would be equal to a maximum 

thermal load of ¼ ton. The peak hourly heating and cooling load across the year is presented in 

Table 5.1 along with the percentage of the year with hours devoted to the heating mode.  

 



91 

Table 5.1. Building load peak demands and proportion of heating time 

Building No. Peak Heating Load Peak Cooling Load Annual Portion of 
Hours in Heating 
Mode (%) (kW) (tons) (kW) (tons) 

1. Oakville -283.9 -80.7 817.2 232.4 29 
2. Keele -4945.8 -1406.3 1690 480.5 76 
3. Carmen -521.8 -148.4 497.8 141.6 55 

 

These three building load sets reflect a range of imbalance: the first is cooling dominant (spending 

only 29% of the annual hours in the heating mode), the second is heating dominant (76% of the 

annual hours in heating), and the last is nearly evenly distributed (with 55% of the annual hours 

spent heating).  

 

The range of peak demand across the buildings reflects medium to high thermal energy demands 

which were normalized to assume that the number of piles required to meet this load were present 

in the array, and that these piles were spaced far enough from each other to cause no thermal 

interference. It is also assumed that the flow rate is constant at 2 L/min across all piles. By 

normalizing the building load for one single pile, the approximate ability for this GHE design to 

deliver the building loads through a GSHP system (with an array of piles) can be understood, given 

the assumption that each pile in the array exchanges the same ¼ ton capacity, and the load is 

divided evenly between them. This performance is modelled through an hourly temperature input 

to the water inlet surface, which is pre-calculated using the equations presented in Section 1.10.1. 

The resulting transient outlet water temperature from this simulation reflects the ability of the pile 

system to deliver the capacity required by the building load dataset. The temperatures of the 

surrounding soil domain change through this process of extracting or inserting heat through the 

working fluid in the pile. At the end of the simulation, this ground temperature will give insights 

into the capacity of the soil to deliver the load profiles tested using these three buildings.  

 

Figure 5.3 to Figure 5.5 plot the transient results for each building. Showing the hourly normalized 

building load alongside the hourly average temperatures of the soil domain volume, the inlet fluid 

surface and the outlet fluid surface. For all three graphs, the difference between the inlet and outlet 

temperatures indicates the type of heat exchange being supplied. With a higher inlet than outlet 

temperature (a positive heat exchange), cooling is occurring, a lower inlet than outlet temperature 
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indicates that heating is occurring (a negative heat exchange). The average hourly soil volume 

temperature is also shown in the figure, as calculated for the soil domain cylinder. The difference 

in magnitude between the fluid temperatures and the soil temperature roughly indicate the amount 

of thermal energy being drawn or released into the soil domain to deliver the building load. For a 

cooling demand, the fluid temperatures will be warmer than the average soil temperature, and this 

difference will increase to reflect the magnitude of cooling load. 

 
Figure 5.3. Annual hourly building load and key average temperature results for Building 1 – Oakville. 

This cooling dominant building has cycles of cooling demand across the entire year – reflecting 

the unique use of the building. As such, the inlet fluid temperature is greater than the outlet for 

most of the year, with the notable exception of much of November through March (approximately 

hour 7700 – 2800). The jagged nature of the first 1000 hours is a result of transient simulation 

start-up effects with undisturbed ground conditions. The seasonal variation of average soil volume 

temperature is shown by the curve which peaks at a warmer temperature in the end of the summer 

season (near hour 6000), and a minimum in the end of the winter season (near hour 1500), with an 

approximate middle value of 7-8℃ as discussed in Section 1.17. 
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Figure 5.4 shows the transient results for the second building load tested, with a heating dominant 

characteristic.  

 
Figure 5.4. Annual hourly building load and key average temperature results for Building 2 - Keele. 

Unlike in Figure 5.3, the inlet fluid temperature in Figure 5.4 tends to be lower than the exiting 

fluid temperature across the year. As well, this building load is divided more clearly into two 

seasons, and so the curves of fluid temperatures are less varied than for Building 1. The operating 

range of the inlet water temperature initially goes below 0℃ to supply heating on this January 1 

operation date. In contrast, the inlet water temperature at the last hour of the year is above 0℃, 

since there is more heating energy stored in the ground after the year of operation, and the water 

temperatures are not then needed to be so low to gather the required heat for the building load. 

This is also a reflection of the assumption in Section 1.17, wherein the thermal capacity of one pile 

was chosen to be ¼ ton based on the cooling season results, but it is actually slightly less in the 

heating season – as such buildings which are normalized by a peak heating value to ¼ ton may 

have initial temperatures below 0℃, to signify the pile and soil domain require a reduction in inlet 

water temperature to meet the demanded heating load.  
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Finally, Figure 6.5 shows the transient temperature results for the normalized building load of 

Building 3. 

 
Figure 5.5. Annual hourly building load and key average temperature results for Building 3 – Carmen. 

As this building has the most balanced heating and cooling demand of the three, it also shows the 

most consistent transient curves for inlet and outlet fluid temperature. Starting at a low inlet 

temperature to deliver the heating demand, the temperatures climb to a peak near the hour 5000, 

and then reduce for the winter season again at hour 7000 to provide heating for the rest of the year. 

The gap between the inlet and outlet fluid temperature curves (the area which represents the heat 

which was exchanged while the fluid travelled through the pile) remains relatively consistent 

compared to the other two building results – another consequence of the more balanced load in 

Building 3. The average soil temperature follows a roughly similar path as the other two buildings, 

showing that the seasonal variations of temperature within the soil volume chosen are similar 

regardless of the load characteristic. This may signify that the capacity of ¼ ton per pile was an 

appropriate choice to minimize ground thermal imbalance across the year. 
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A comparison of the minimum and maximum temperatures across these three building simulations 

is presented in Table 5.2, for the fluid, soil volume average and average instantaneous difference 

in fluid temperatures, ΔT (inlet minus outlet).   

 
Table 5.2. Maxima of inlet fluid, change in fluid, and soil volume temperatures. 

Building No. 
Inlet Fluid Temperature 
(℃) 

Soil Volume Average 
Temperature (℃) 

Average Change in 
Fluid Temperature, ΔT 

Minimum Maximum Minimum Maximum Heating  Cooling 
1. Oakville 1.39 22.9 5.61 9.45 -0.44 3.45 
2. Keele -2.20 11.5 5.47 8.99 -1.14 0.47 
3. Carmen -0.44 17.0 5.49 9.36 -1.44 2.36 

 

These results show that the cooling dominant building (Oakville) had a higher maximum fluid 

temperature than the other three buildings, it also had the highest soil volume average temperature 

and change in fluid temperature during the cooling season. In contrast, the heating dominant 

building (Keele) had the lowest fluid temperature, average soil volume temperatures, and cooling 

season fluid temperature difference. The relatively balanced load, (Carmen) was in the middle of 

these two buildings in terms of magnitude of temperatures across all three variables. The balancing 

of the load resulted in a more moderate operating temperature conditions for the soil and fluid 

domain. These results are useful for choosing the optimal GSHP mechanical equipment, as the 

change in fluid temperature, and entering/exiting fluid temperatures to the heat exchanger 

equipment of the GSHP are key factors in determining its efficiency. Furthermore, when 

examining the average soil volume temperatures across the studies, the likely long-term effects on 

ground temperature can be predicted. The cooling dominant building has the highest average soil 

volume, and would therefore increase the mean soil temperature within that area (eventually 

leading to a failure to produce cooling unless a balancing intervention is applied). Similarly, the 

heating dominant building might lead to a reduction of the mean ground temperature within this 

volume – reducing the ability of that heat exchanging domain to deliver the heating demanded by 

the building load. In the climate studied here, wherein there is a natural cycling of temperatures 

across the heating and cooling season, the longevity of the GHE system depends on the ability for 

the soil to continue to deliver the heat exchange required by the GSHP. In general, creating a 

balanced thermal load will protect this longevity of performance and allow the GSHP to operate 

within optimal efficiency.  
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The effect of these building loads on the mean ground temperature is analyzed at four-time 

intervals across the year using a horizontal radial temperature distribution taken at 10 m below the 

top of the pile. This depth will approximately represent the temperature changes that occur at the 

ground which is unaffected by the seasonal ambient temperature changes. The impact of the 

thermal load being applied within the pile on this mean ground temperature is shown for all three 

buildings in Figure 5.6, Figure 5.7, and Figure 5.8. The first and last time steps (hours 300 and 

8760) occur within the winter season, and the middle two occur in the summer season (hours 4000 

and 6000). The characteristics of the annual loads modify the temperature distributions at these 

times for the three different buildings studied in this Section. Temperature is plotted as a radial 

distance from the centre along the horizontal y-axis, with the centre of the pile located at 0 m. 

Figure 5.6 shows this horizontal temperature distribution for Building 1 – Oakville.  

 
Figure 5.6. Horizontal temperature distribution at a depth of 10 m for Building 1 - Oakville at four time intervals. 

The temperature of the winter season time steps is nearly constant at 8℃, with a slight decrease in 

temperature directly beside the pile up until around 0.5 m radially in each direction. However, the 

temperature difference at this point is minimal, especially in contrast to the temperature 

distributions at hours 4000 and 6000. In these summer time intervals, the temperature around the 

pile reaches a peak near 19℃ before gradually decreasing to a mean ground temperature of 
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approximately 7℃ 4 m radially from the centre of the pile. The trends in Figure 5.6 reflect the 

ground temperature impact a cooling dominant building load can have. Here, heat is being 

extracted from the working fluid and exchanged into the surrounding soil domain at a high rate 

across nearly the entire year – as such, the ground temperatures in the summer show a warmed 

radial distribution up until 2-3 m radially from the centre of the pile. In contrast, the winter season 

shows negligible cooling of the soil domain surrounding the pile. If applied across many years, 

this imbalanced thermal load could lead to an overheating of the surrounding soil – the temperature 

increase seen in the summer season is not balanced by a temperature decrease of similar magnitude 

in the winter season. If the GHE is used in the manner simulated here, this could eventually lead 

to GSHP failure, wherein the soil would no longer be able to supply the cooling capacity required 

by this uneven demand. A hybrid system should be designed for this building load, or an alternative 

method of thermal energy supply investigated.  

 

Figure 5.7 shows the radial temperature distribution 10 m below the surface, of Building 2 – Keele, 

across four time intervals in the year.  

 
Figure 5.7. Horizontal temperature distribution at a depth of 10 m for Building 2 - Keele at four time intervals. 

While Building 1’s cooling dominant load resulted in a more significant range of increased 

temperatures around the pile, Figure 5.7 shows a more significant lowering of temperatures around 
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the pile. The greatest difference in radial temperatures is seen in the winter season intervals (hours 

300 and 8760), which reach minima of 2-3℃ before gradually returning to a temperature of 8℃. 

In contrast, the summer season time interval of 6000 hours, shows a smaller temperature range of 

approximately 2℃, increased from around 7-9℃ at its peaks. The hour 4000 is nearly constant in 

its temperature. These results reflect a heating dominant building load, wherein the soil is reduced 

in temperature as heat is exchange into the working fluid to increase its temperature. Over years 

this load is also likely to result in failure due to ground thermal imbalance – wherein the soil would 

lose too much heat to the heating load, and eventually become too cool to warm the working fluid. 

Again, a hybrid system or alternative solution is suggested before supplying this load wholly by 

the GHE simulated in this study. 

 

Finally, Figure 5.8 shows the horizontal temperature distributions 10 m below the surface of the 

pile supplying Building 3’s thermal load.  

 
Figure 5.8. Horizontal temperature distribution at a depth of 10 m for Building 3 - Carmen at four time intervals. 

The temperature ranges for all time intervals show peaks at the centre within the pile that gradually 

converge on mean ground temperatures with increasing radial distance. Unlike the previous two 

building results, here the summer and winter time intervals both show significant changes in 

temperatures at the origin of the graph (the centre of the HSP). The peak increase in temperature 
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occurs at hour 6000, with an approximate increase of 7.5℃, and the peak decrease in temperature 

at hour 300 goes from 8℃ to 2℃. This load set shows a greater balance between heating and 

cooling across the year; it is more likely that this system would perform for many years without 

experiencing failure due to ground thermal imbalance, and thus this building is a better candidate 

for the GHE proposed in this research. 

 

All three buildings show that the temperature effects of the pile decay as the radial distance from 

the centre of the pile increases. The most significant of these effects are found within the 2 m radial 

distance, with nearly negligible changes in temperature beyond that. Therefore, 2 m may be an 

appropriate starting point for guiding pile spacing in the design of a system’s array. Future work 

may optimize this distance, and lead to further understanding of the impacts of the system as a 

whole by applying the loads and flow rates across a model which includes multiple piles. Such a 

multi-pile model would also have the opportunity to represent the flow rate losses that may occur 

as the working fluid travels between piles and through a manifold to deliver flow to each pile (in 

either a series or parallel pipe network). This would result in an improved understanding of the 

functionality of individual piles within an array.  

 

Nevertheless, this section provided some key initial insights into the annual performance of this 

GHE in a GSHP system with a variety of operating temperature tested. The approximate capacity 

of ¼ ton for the 20 m base pile (non-geometrically optimized) was roughly appropriate and can 

begin to guide future installations in similar climate and soil conditions to those studied here.  
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6. Performance of a Helical Steel Pile in Remote Canadian 

Communities and in Permafrost 

1.19 Steady State Heat Exchange Maxima Across 11 Canadian Zones 

The capacity of the piles is highly dependent on soil and climate conditions. Therefore, this section 

investigates the steady state capacity of the piles across 11 zones. For the purpose of comparison, 

these capacities were measured on the same day and time for all cases (12:00 AM January 1 for 

the winter peak, and 12:00 PM August 1 for the summer peak). 

 

Figure 6.1. Winter heat exchange rate by depth per zone compared to the inlet water temperature 

to the pile and mean soil temperature per zone. plots the heat exchange rate by depth in the winter 

conditions for each zone for three soil cases: dry soil, soil fully saturate by water, and soil with ice. 

The thermal conductivities for each simulation were changed to reflect these conditions using the 

values from Figure 3.1 and Figure 3.2 in Section 3.1.1. The inlet water temperature and mean soil 

temperature for each zone are included in the figure’s right-side axis for comparison. 
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Figure 6.1. Winter heat exchange rate by depth per zone compared to the inlet water temperature to the pile and 

mean soil temperature per zone. 

To deliver heating, the GHE must exhibit a negative heat exchange value (signifying the fluid exits 

the pile at a higher temperature than it enters – the fluid is heated in the pile). Therefore, Zone 1 

can immediately be disregarded for its heating ability. The zone does not have the conditions to 

yield a heating load through the proposed GHE design. This is a result of the low mean ground 

temperature of the soil in this region – which is lower than the limit of inlet water temperature, 

meaning the fluid will be cooled rather than heated by this soil. Zones 2 and 7 also have lower 

mean ground temperatures, and their resulting heat energy capacity is lowered because of this 

condition – however, they are simulated to provide around 5 W/m of heating heat exchange rate 

by depth. If the working fluid were changed to an antifreeze (that meets the appropriate 

environmental restrictions) these low winter heat exchanging zones may be feasible for the GHE. 

Further improvements and research can focus on operating these piles in cold regions with a range 

of fluid solutions and at lower inlet fluid temperatures to the pile.  

 

-25

-20

-15

-10

-5

0

5

10

15

-25

-20

-15

-10

-5

0

5

10

15

1 2 3 4 5 6 7 8 9 10 11

H
ea

t E
xc

ha
ng

e 
R

at
e 

by
 D

ep
th

 (W
/m

)

Zone

Qbar Dry Soil Qbar Saturated Soil
Qbar Ice Soil Inlet Water Temperature
Mean Soil Temperature



102 

Zones 4, 6, and 11 have the maximum heating heat exchange rate by depth values for this case. 

This corresponds to the high mean ground temperatures in these zones – the fluid is heated more 

effectively due to the higher temperatures of the soil domain with which it is exchanging heat. 

Across most zones, the ice and saturated soil conditions yielded higher heat exchange rates. This 

difference in performance is due to the increased thermal conductivity of the soil when water and 

ice are present. The effects of these conditions are more noticeable with higher mean ground 

temperature – indicating that the temperature of the ground has a greater influence on heat 

exchange rate by depth in the winter conditions. The differences between the ice and saturated 

water soil conditions are negligible for most cases, as the ice was only assumed to exist at soil 

layers which were calculated to have ground temperatures below the freezing point of water (a 

mean ground temperature above zero would therefore not have ice in the deep ground temperature 

regions). However, for Zone 3, which has a near zero mean ground temperature, the effect of the 

ice soil condition on heat exchange rate by depth was most noticeable – as there was a larger region 

of soil whose thermal conductivity was increased by the presence of ice.  

 

Figure 6.2. Summer heat exchange rate by depth per zone compared to the pile inlet water 

temperature and mean soil temperature in each zone. presents a similar plot for the summer cooling 

conditions. Again, the inlet water temperature and mean soil temperature are presented for 

comparison with thermal performance – which is measured as the heat exchange rate by depth. 

Two soil conditions were modelled in these results: dry soil and soil saturated with water. Though 

there may still exist ice soil conditions in zones where in the mean ground temperature is below 

zero, those were not included in this analysis and the focus was on saturated and dry soils in the 

summer period.  
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Figure 6.2. Summer heat exchange rate by depth per zone compared to the pile inlet water temperature and mean 

soil temperature in each zone. 

The variation in heat exchange rate by depth for each zone was less for the summer cooling results 

than the winter heating results. This difference indicates that the cooling capacity may be less 

affected by soil and climate conditions than the heating capacity is for the range of soils and climate 

studied here. Since the inlet water temperature was governed by a maximum temperature 

difference with the soil, the plots of these two temperatures follow the same path across the zones, 

with an equal difference between them. This as not the case for the heating capacity plot in Figure 

6.1, as the minimum inlet water temperature was limited by the freezing temperature of the fluid, 

and operating ranges of a GSHP.  

 

The highest heat exchange rate by depths for the summer case were in Zones 1, 4, and 11. Zones 

4 and 11 were in the regions with higher thermal conductivities and it is likely that this is the reason 

for the larger heat exchange potential in these zones. Zone 1 has a moderately high thermal 

conductivity, but also has the advantage of a very low mean ground temperature, and so the 

entering fluid may be cooled at a higher heat exchange rate for this reason. Across all cases, the 

differences between the dry and saturated soil conductivities show the impact soil thermal 
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conductivity values have on heat exchange rate in a GHE. Regardless of region, the saturated soil 

conditions yielded higher heat exchange rates by depth by an average increase of 6.9 W/m. In 

combination with the insights from the winter results, this shows that the effect of water saturation 

in the soil yields increases the total heat exchange rate for the 20 m base pile by 26-37% in the 

summer, and 25-38% in the winter. This increase yields the highest impact in soil regions with 

high mean ground temperatures, or across all soil types in the cooling season. 

 

These results are limited by the averaging of conductivities across a large region, which could have 

a wide variation of soil types and conditions locally. However, the aim is to begin to develop a 

guide for installation of this technology across large regions of climate and soil conditions. In the 

context of the northern and remote communities which might benefit from this technology, this 

general capacity by large zone can be used to mobilize towards installation of these systems in 

certain regions where their impact may be greatest felt.  

 

Figure 6.3 plots the saturated heating and cooling capacity results on a map for each zone (whose 

boundaries are drawn with a grey line). These results are also presented with an averaged overall 

saturated conductivity per zone – one which is averaged across depth and does not account for 

variations by depth but provides a general trend of the variation of conductivities by zone. This 

figure also presents the locations of off grid communities as recreated from Figure 1.1 (shown as 

dots), in contrast to the locations of permafrost with high, moderate, and low responses to warming 

recreated from Figure 1.8 (shown as colour regions). 
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Figure 6.3. Map generalizing the average soil conductivity and saturated heating and cooling capacities per zone in 

comparison to the location of off grid communities and areas of permafrost at varying risk of thawing. The 
capacities are not modified by a COP but reflect the direct heat exchange rate by depth of the pile. 

The combination of permafrost melting potential, location of remote communities, average thermal 

conductivity, and capacities brings together the insights of energy use and demand, geological and 

climate change models with GSHP design and use. Figure 6.3 shows that certain zones may be of 

highest priority for the proposed application of this GHE. Zone 8 has a high density of off grid 

communities located within areas of permafrost at highest risk of thawing due to climate change. 

This zone also has the highest average saturated soil conductivity – which further validates that 

the permafrost soil in this region is likely to have the highest response to ambient air temperature 

changes. The heating and cooling capacities in this region are also relatively high (due to the high 

soil conductivity and warm mean ground temperature), meaning this zone could be a good first 

candidate for implementation of this HSP system. Zone 7 is also a region with large area of 
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permafrost soil at risk of thawing due to climate change, however the average soil conductivity for 

this zone was low – therefore the risk of thawing might be more of a factor of the climate 

conditions, or geographical features such as the presence of many lakes as is characteristic for this 

region. Zones 10 and 11 have high thermal conductivities and capacities, but are not located within 

permafrost regions, and have few or no off-grid communities recorded there. Nevertheless, these 

regions have great potential for a HSP installation, and may benefit from the sustainability of 

GSHP systems to supply their thermal energy. 

 

Overall, this initial generalizing of the capacity of HSPs as GHEs across 11 zones of varying soil 

and climate conditions has given insights into the key role that mean ground temperature, 

saturation, and soil type play on the thermal performance of a GSHP system. It also indicates that 

many of the northern and remote communities are in locations with a high potential capacity for 

cooling and/or heating – which improves the feasibility of this system in these regions.  

1.20 Effect of a Constant Heating Load on Ground Temperatures with Climate 

Change Induced Thawing of Permafrost Over 40 Years 

This section characterizes ground temperature changes across five 40-year long transient studies, 

with the effects of climate change applied as a constant ambient air temperature increase of 2℃ 

across this time frame. For the purpose of consistent comparison, all cases were studied within the 

Northwestern Forest Zone (Zone 7) – a region previously flagged for being at risk of permafrost 

thawing due to the present near-zero mean soil temperature found in Section 1.12. A constant 

heating load was applied to cases with the GHE pile, and this load was selected at a temperature 

of -5℃, the lowest temperature at which a GSHP would be able to provide space heating given 

the present mean ground temperature in Zone 7 of -3.07℃. A description of these five studies is 

presented in Table 6.1. 
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Table 6.1. Model input parameters for five cases in permafrost mitigation study 

Study Model Input Parameters 
All Ambient Air Temperature (Tair) Hourly input, Tair,CC (t) 

Ground Temperature (Tsoil) Equation 4,  Tsoil (z,t) 
No Pile – 
Dry Soil 

Pile Geometry No Pile 
Soil Conductivity Dry conductivity by depth for Zone 7, kdry(z) 
Inlet Flow Conditions No flow 
Inlet Water Temperature (Tin) None 

Base Pile – 
Dry Soil 

Pile Geometry Pile 2, Table 2.1 
Soil Conductivity Dry conductivity by depth for Zone 7, kdry(z) 
Inlet Flow Conditions 2 L/min, water 
Inlet Water Temperature (Tin) Constant -5℃ 

Optimized 
Pile – Dry 
Soil 

Pile Geometry API 68 Steel casing with 2” nominal pipes 
Soil Conductivity Dry conductivity by depth for Zone 7, kdry(z) 
Inlet Flow Conditions  2 L/min, water with 20% glycol 
Inlet Water Temperature (Tin) Constant -5℃ 

No Pile – 
Ice Soil 

Pile Geometry No Pile 
Soil Conductivity Ice conductivity by depth for Zone 7, kdry(z) 
Inlet Flow Conditions No flow 
Inlet Water Temperature (Tin) None 

Optimized 
Pile – Ice 
Soil 

Pile Geometry API 68 Steel casing with 2” nominal pipes 
Soil Conductivity Ice conductivity by depth for Zone 7, kdry(z) 
Inlet Flow Conditions 2 L/min, water with 20% glycol 
Inlet Water Temperature (Tin) Constant -5℃ 

  

An initial validation of the time stepping was performed using the Optimized Pile – Dry Soil case. 

Due to the large time scale of 40 years of simulation, the time stepping intervals must be optimized 

for a reasonable computational time. A simulation with 1-hour timesteps for one year of the 

Optimized Pile – Dry Soil case took approximately 1 hour of wall-clock time to compute. It is 

likely that a 40-year simulation would then require around 40 hours, across five cases. In 

comparison, a time step of 876 hours/year (one tenth of a year) for 40 years of the same case 

(Optimized Pile – Dry Soil) took approximately 1 hour of wall-clock time to compute.  

 

Therefore, this larger time step was utilized for the five cases in order to perform their simulations 

within a reasonable amount of time, and computational memory requirements. The accuracy of the 

larger time step model was investigated by measuring the outlet water temperature of the hourly 

simulation with the 876 hours/year time step simulation for the first year. These results are 
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presented in Figure 6.4, with the larger time step shown as square markers, and the hourly time 

stepping shown as a line. 

 
Figure 6.4. Validation of time stepping using the Optimized Pile – Dry Soil case across the first year. 

This check shows the expected initial temperature increase of transient start up matched by both 

time steps, and the subsequent temperatures are simulated with good agreement between both 

results, and an average outlet water percentage difference of 2% across the year. Future studies 

may improve upon the time stepping dedicated to the research presented here.  

 

Investigating the ability of the HSP to mitigate climate-change induced permafrost thawing is 

shown via ground temperature changes across the five cases. First, the results for the 40 year-long 

transient study (Base Pile – Dry Soil) in the Northwestern Forest zone are shown below in Figure 

6.5. This figure compares the average ground temperature across time with no load applied, and 

one wherein the pile is operating with a constant load, with linear dashed curves to highlight the 

trend. The temperature is measured as an average of the entire soil domain (5 m radius, and 23 m 

depth). 
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Figure 6.5. Average soil temperature in Northwestern Forest zone with and without a load applied. 

These results show the expected rise in ground temperature over time, starting with undisturbed 

ground, wherein the average ground temperature in 40 years increased slightly more than 3.25°C. 

When the load is applied, this increase is minimally reduced, with an increase in ground warming 

of approximately 3.00°C. Interestingly, the constant annual load had a more significant impact on 

the maximum (summer) average ground temperature than it did on the minimum (winter) ground 

temperature. This might indicate that seasonal-based operation could be optimized to schedule for 

greatest overall temperature reduction in mean ground temperature (rather than using a constant 

annual load). As well, areas of naturally thawing summer permafrost may be artificially frozen 

utilizing a heating load during the summer (for domestic hot water production for example).  

 

At this point, it might seem that the pile has not been able to deliver a significant effect to mitigate 

climate effects. However, the approximate percentage of the soil domain affected by the pile’s heat 

transfer is only 14% (assuming the radius and depth of impact are 2 m and 20 m respectively). 

Therefore, 86% of the volume of soil in the average with the load applied is the same as the soil 

temperatures with no load applied - hence the similarity in the results presented in Figure 6.5.  

 

The effectiveness of the pile can be better understood by looking at individual ground points across 

time. As such, four locations were chosen at a depth of 15 m below the surface of the ground: Point 

1 is located at the interface between the steel casing and the soil, Point 2 is 0.5 m from the centre 

-5.00

-4.50

-4.00

-3.50

-3.00

-2.50

-2.00

-1.50

-1.00

-0.50

0.00
2020 2025 2030 2035 2040 2045 2050 2055 2060

M
ea

n 
G

ro
un

d 
T

em
pe

ra
tu

re
 (°

C
)

Time (yr)

No Pile - Dry Soil

Base Pile - Dry Soil

Linear (No Pile - Dry Soil)

Linear (Base Pile - Dry Soil)



110 

of the pile, Point 3 is 2 m from the centre of the pile, and Point 4 at the edge of the soil domain. 

The locations of these points are indicated in Figure 6.6 which is a schematic of the top and side 

view of the computational domain with the points denoted as Pt. 1, Pt. 2, Pt. 3, and Pt. 4. 

 
Figure 6.6. Schematic of the location of four soil points for analysis. 

The depth of 15 m was chosen for this analysis because it is well below the active layer in this 

region and so represents the layer of soil within the permafrost which is less affected by seasonal 

temperature changes. This depth also allows for the measurement of ground temperature effects 

by the 20 m long pile. In the No Pile – Dry Soil, and No Pile – Ice Soil case, these points are 

located in the same positions even though there is no pile present in the model and it is solely made 

up of a cylindrical soil domain.  

 

Figure 6.7 compares the No Pile – Dry Soil with the Base Pile – Dry Soil simulation results at 

Point 1 and Point 3. This graph shows the trend of soil temperature which is affected by either the 

ambient air temperature increases (due to climate change) alone, or the air temperature increases 

and the pile temperature effects (due to the constant heating load applied). The initial variations of 

slope for all curves reflect the transient effects of startup in undisturbed ground temperatures.  
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Figure 6.7. Northwestern Forest ground temperature at Point 1 and Point 3 with and without a load applied. 

The temperature of the No Pile – Dry Soil case at both points shows very minimal seasonal 

variation, with a long-term temperature increase – reflecting the climate change warming. This 

data indicates that the temperature at these points is indeed in the permafrost region, as the active 

layer would otherwise show greater seasonal variations. It also revalidates climate change 

predictions of soil temperature increases, by utilizing the heat transfer conditions of the numerical 

model to show that the ground temperature at this point is increased due to the increasing 

temperature at the ground surface. The Base Pile – Dry Soil case shows the variation in temperature 

that may be achieved in the same soil and climate conditions if a constant heating load is inserted 

into the soil domain. Now the potential of the pile is more noticeable; the ground temperature at 

these two points indicates the close-range soil temperature effects possible by the pile. The ground 

temperature at Point 1 when a load is applied is nearly constant across the 40 years, with an 

increase of around 1°C, whereas the no-load case shows the soil temperature rise almost 3°C at 

this point in the ground. The Point 3 comparisons show that the ground temperature effects of the 

pile have reduced at 2 m radial distance, as the difference between the load and no load cases are 

around 0.5℃ (though the pile case still has the lower ground temperature after 40 years at this 

point).  
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These results indicate that there is a potential for these piles to dampen the ground warming effects 

of ambient temperature rise across the next 40 years, but that these results are localized to a 

distance within around 2 m radius of the piles. To investigate a potential increase of this effect to 

a wider radius, the geometry of the pile was changed to reflect the optimized pile from Section 3.3 

– with an exterior steel casing size of API 68, and interior plastic pipes with nominal diameters of 

2”. This pile was simulated within the dry conditions as well as soil with ice conductivity. The No 

Pile – Ice Soil utilized the conductivity of soil with ice across the entire time step. This method 

treats the ice as a solid, without the effects of phase change or water transport. In order to maintain 

the permafrost, the temperature of the ground must remain below 0℃, thereby justifying modelling 

the ice as a solid – without melting. The effect that the higher conductivity of ice might have on 

the distribution of temperature throughout time is investigated through the Ice Soil cases.  

 

Performing a similar comparison as seen in Figure 6.5, with the optimized pile geometry in the ice 

soil, Figure 6.8 presents the average soil domain temperature across time with linear trendlines, 

both with and without the pile.  

 
Figure 6.8. Average soil domain temperature in iced soil conditions across time, with linear projections till the mean 

temperature is above 0℃. 
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Seasonal variations in these results again highlight that applying a heating load all year has a more 

significant effect on mean soil temperature in the summer than in the winter. However, the 

decrease in soil temperature in the summer by the pile is more extreme in the soil with ice 

conductivities than the soil with dry conductivities and the base pile (from Figure 6.5). Also, the 

temperature variations even without a pile are more extreme for the soil with ice – due to the higher 

thermal conductivity of the soil.  

 

The trendlines predict the moment at which this average soil domain temperature will reach above 

the freezing point of water. Without the pile it is predicted to occur around 2080, and with the 

intervention of the GHE, this soil volume’s average temperature is predicted to reach 0℃ during 

the year of 2086, a six-year delay of these effects. The Optimized Pile – Dry Soil case reaches this 

mean temperature of zero during the year of 2089. Again, these results reflect a thermal 

interference within the size of approximately 14% of the total volume of the soil domain – yet the 

pile was still able to delay the projected thawing by 6 to 9 years.  

 

Characterizing these effects at each of the four points described in Figure 6.6, Figure 6.9 shows 

the temperature change across time for the optimized piles in dry (solid lines) and ice (dashed 

lines) soil conditions.  
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Figure 6.9. Temperature at Points 1, 2, 3, and 4 for the optimized pile cases within dry and ice soil conditions across 

forty years of time. 

The temperature at Point 4 (for both dry soil and ice) tend towards the same climate change 

thawing output and is not affected by the piles. This is shown by the No Pile – Dry Soil temperature 

across time at Point 1, which follows nearly the same distribution as the temperatures at Point 4 

with the piles that are in ice and dry soil. Moving closer to the edge of the GHE, Point 3 at 2 m 

radially from the pile exhibits a slight climate change mitigation effect: the increase in temperature 

due to climate change is reduced. Points 2 (0.5 m radially from the centre of the pile) and Point 1 

(on the outer edge of the pile) show significantly mitigated temperature increase due to climate 

change over the period of study, with Point 1 having the most impacted temperature distribution 

with respect to time from the pile. The differences between the ice conductivity case and the dry 

conductivity at these closer locations show that the higher conductivity of the soil (when solid ice 

fills its void volume) may reduce the pile’s ability to mitigate climate change effects. The heat 

transmission of the increasing temperature ambient air has a higher impact on the soil than the 

cooling effect of the thermal load applied to the GHE – though there is still a reduction of this 

thawing.  
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Projecting the predicted time at which the ground temperature surpasses 0℃ at Point 2 shows the 

potential local thawing mitigation ability of the pile (as opposed to the generalized average soil 

domain temperature prediction in Figure 6.8). Figure 6.10 plots the ground temperature of Point 2 

with the pile for dry and frozen wet soil and Point 1 without a pile in the dry soil across time. 

Linear trendlines are used to predict the expected time at which this temperature will surpass 0℃ 

- at which point it will no longer be permafrost.  

 
Figure 6.10. Prediction of time until soil temperature surpasses 0℃ 

The results in Figure 6.10 show the utility of this pile system in maintaining permafrost within a 

local radial volume surrounding the pile. At Point 2, the application of a thermal load in the dry 

and iced soil have extended the predicted trendline to follow a less steep slope of thawing due to 

climate change. Without the pile, this ground is simulated to thaw to 0℃ at around 2080, but with 

the pile in the iced and dry soil it will occur at approximately 2130 and 2155 respectively. This is 

a delay of 50 and 75 years for the thawing of permafrost within a 1 m diameter radius around the 

pile.  

 

This prediction assumes that the increase of temperature due to climate change is linear with a 

constant slope. In reality, the thawing of permafrost due to climate change may happen non-

linearly, with a levelling off of temperature due to latent heat as ice changes phase from solid to 
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liquid. Nevertheless, these results are showing possibilities for the long-term reduction of thawing 

in permafrost soils – and should inspire more research into the optimization of the positioning of 

these piles, and their design to delay permafrost thawing in strategic ways. 

 

Visualizing this local temperature effects around the pile, Figure 6.11 plots the distribution of 

ground temperature across the horizontal radial distance from the centre of the pile (point 0 on the 

x-axis) at a depth of 10 m below the ground surface. These results are presented for all 5 cases at 

the first time interval (2020.1 years), and the last (2060 years). 
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Figure 6.11. Horizontal temperature distributions along the y-axis at 10 m below the soil surface for 3 cases at the 

first time interval and the last (above), and a close-up view of the same results (below). 

The starting temperatures across all cases shown in Figure 6.11 (the non-solid lines) show near 

constants at this depth, which reflects the mean deep ground temperature. As the climate change 

heat gain is applied via the ambient air, and the cases with the piles then also receive heat loss via 

the heating load, the temperature at the last time step reflects the change in ground temperature at 

this depth. Without the pile, the dry and frozen wet soils have temperatures which increase by 

approximately 2.5-3℃. However, when the pile is added, the ground temperature immediately 

surrounding the pile remains close to the starting ground temperature, with a gradual increase as 

the radial distance from the centre of the pile also increases. In the lower graph (with a closer view 

of these temperatures immediately surrounding the pile), the temperature is offset slightly to the 

side of the pile with the inlet fluid pipe (on the left). This offset is also shown in Figure 4.6, and is 

a result of the unique inner pipe design chosen for this work, which yields greater heat flux at the 

edge closest to the incoming fluid than the opposite edge wherein a larger volume of fluid is 

flowing towards the outlet of the pile. with The case which experienced the least amount of ground 

temperature increase was the Opt. Pile – Dry Soil case, which had lower final ground temperatures 

up until a radius of nearly 3 m for the No Pile – Ice Soil case, and 4 m for the No Pile – Dry Soil 

case.  
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The vertical temperature distributions across time are shown in Figure 6.12 for the first time step, 

labelled 2020.1 (one timestep, or 876 hours, into the year 2020) and the last (2060). This 

temperature is extracted from a line 0.5 m radially from the centre of the soil domain starting at 

the surface of the ground, straight down until the end of the pile at 20 m depth for all 5 cases. 

 
Figure 6.12. Vertical temperature distributions at first time interval and last. 

In Figure 6.12, the cases without a pile show a similar starting temperature at the surface of the 

ground for the first time interval, following a typical soil temperature distribution down until 

reaching the mean soil temperature at around 10 m depth. The cases with a pile have a slightly 

warmer starting temperature at the surface of the ground (-10℃ versus the -15℃ without a pile) 
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because the temperature effects of the pile are already influencing the distribution at this point. 

The surface ground temperature is slightly warmer because it is not only affected by the ambient 

air temperature (as the no pile cases are), but it is modified somewhat by the volume of water, 

plastic and steel of the pile.  

 

At the year 2060 in the simulation, the No-Pile cases show significant warming. Above 8 m depth, 

the active layer has a nearly seasonal alteration with the highest ground temperature occurring at 

the surface (versus this point having the minimum ground temperature in 2020.1). This shows the 

effect that the warmer ambient air temperatures have on the ground temperature distribution – 

raising the mean deep soil temperature (an increase in 3℃) as the air increases in temperature due 

to climate change effects. When the piles are added and their heating load applied, the ground 

temperature distribution at this point is nearly a straight line; the Opt. Pile – Dry Soil case was 

again the most effective at keeping the ground temperature near its starting point. 

 

Representing these temperature gradients within a section view, cutting through the centre of the 

pile, Figure 6.13 shows temperature contours of the five cases at the starting interval and the final 

one. 
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(a) 

 

(b) 
Figure 6.13. Temperature distributions (a) at the first time interval and (b) after 40 years of five operating 

conditions. 

After 40 years, the majority of the soil domain for all cases has warmed up due to the increasing 

air temperature. As well, the active layers (shown as the dark blue sections of cold winter ground 

temperatures in Figure 6.13) have changed in shape and temperature after 40 years. The No-Pile 
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cases show that this active layer is above 0℃, and the depth of unfrozen ground has reached to 

around 5 m and 10 m depth for the dry and iced soil cases respectively. This shows that the 

permafrost regions saturated by solid ice may experience greater heat transmission from the ground 

surface into its depths, due to the increase thermal conductivity of a soil with ice. The presence of 

the piles in all pile cases maintained a volume of permafrost soil throughout the 40 years of 

simulation. This volume was largest in the Opt. Pile – Dry Soil. It is predicted that the high thermal 

conductivity of the ice reduces the thermal imbalance effects of overcooling the soil by applying 

the constant heating load. Whereas the dry soil case with lower thermal conductivity does not have 

as great an ability to conduct heat through its mass as the Ice Soil case – this serves as an advantage 

when competing with the effects of a warming ground surface. The increasing ambient air 

temperature from climate change is not conducted through the depths of the soil as effectively as 

in the case of the ice soil, and so the temperature effects of the heating load in the pile within this 

domain may have a greater impact on the dry soil case at these depths.  

 

1.21 Thermal Energy from a Constant Heating Load Across the Permafrost Pile 

The application of this constant heating load will yield usable heat for thermal applications in the 

supplied buildings. By fixing a constant inlet water temperature to the pile of -5℃, this heating 

load will vary across seasons and is defined by the desired ground temperature effects rather than 

the desired heating capacity output. In seasons when this heating load is not required (for summer 

conditions for example), several opportunities exist to exhaust excess heat. A network of heat 

exchangers may be installed to waste excess heat to the air, or it may be supplied to other 

applications such as a Domestic Hot Water (DHW) tank, industrial processes, or the preheating of 

gases or fluids in energy generation equipment.   

 

To investigate the building energy load which might be supplied while delivering these permafrost 

temperature stabilization effects, a similar process outlined in Section 2.4.2 was followed. With an 

inlet water temperature of -5℃, Equation 7 yielded a heating COP of 2.6. Then, the building load 

energy (Qbuilding) was solved for using the ground heat exchanger thermal energy (QGHE) and the 

COPH across time. This result was compared for the Opt. Pile – Dry Soil and Opt. Pile – Ice Soil 

in Figure 6.14, where the heating energy load is a negative value which is the numerical 
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representation of the direction of thermal energy exchange (heat leaving the GSHP). This figure 

also highlights the transient difference of the temperature in the ground at Point 2 (ΔTsoil) from the 

initial ground temperature at this depth. This value is calculated as the temperature of the Dry Soil 

and Ice Soil cases with the load applied minus the starting ground temperature at this depth. This 

starting ground temperature is -4.12℃ and -3.98℃ for the No Pile – Dry Soil and No Pile – Ice 

Soil cases respectively. By calculating this difference over time, how much the thermal load 

mitigates the climate change temperature effects can be visualized.  

 
Figure 6.14. Building energy supplied (Qbuilding) and change in ground temperature at Point 2 across 40 years for the 

ice and dry soil optimized pile cases. 

The change in temperature at Point 2 for both the Dry Soil and Ice Soil cases gradually increases 

over time (as the ambient air temperature increases due to climate change). The initial fluctuations 

in the curves are due to the transient effects of starting this heat exchange operation in previously 

undisturbed soil. After 40 years, the temperature at Point 2 is increased by 1.35℃ and 1.61℃ for 

the optimized piles in Dry Soil and Ice Soil conditions respectively. Compared to the No Pile 

simulations (which resulted in temperature increases at this point of 2.86℃ and 3.00℃ for the Dry 

Soil and Ice Soil cases), the use of this pile has reduced the projected increase in ground 

temperature due to climate change by 46-53%. 
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The ground temperature increase over time is slightly greater for the Ice Soil conductivity than the 

dry soil conductivity, however, the building energy load supplied from the Ice Soil case is greater 

than that of the Dry Soil case over time. The higher soil conductivity reduces the ground 

temperature effects but increases the thermal energy supplied to the working fluid. Both soil 

conditions produce less heating load during the period of the year at which the temperature 

difference between Point 2 and 4 is greatest (in the summer), and their maxima occur during the 

winter seasons, when the ground temperature difference is at a local minimum.   

 

The average heating load needed to be supplied by the Opt. Pile – Dry Soil case across 40 years 

with a constant inlet water temperature of -5℃, a pile length of 20 m, and a corresponding COPH 

of 2.6 is 177.0 W (0.05 tons), while the Opt. Pile – Ice Soil needs to supply an average of 251.6 W 

(0.07 tons) under the same operating conditions. Using only the heating season energy load, the 

average becomes 184.9 W and 280.5 W for the Opt. Pile – Dry Soil and Opt. Pile – Ice Soil cases 

respectively. Using this average heating season capacity to size a pile array for a 1-ton building 

heating load would require 19 (Dry Soil) and 13 (Ice Soil) 20 m piles. However, this energy load 

is not constant across time; as the soil domain increases in temperature due to the climate change 

warming of surrounding air, the heating energy load capacity also increases. More heating energy 

is available to be extracted from the soil for space conditioning at the end of the 40-year simulation 

than at the beginning, and this trend generally follows the linear increase in ambient air 

temperature.  

 

Overall, the analysis has shown that local permafrost mitigation may be possible by applying a 

constant heating load through the GHE. This heating load can be used to supply thermal energy 

for space conditioning or other uses throughout the year, and this capacity increases with 

increasing ambient air temperature across time. The impact of the soil conditions on these two 

outputs have been shown through the temperature distributions and heat exchange results. Due to 

the higher thermal conductivity of the soil modelled with solid ice, the heat transmission from 

conduction occurring at the ground-air interface is greater than the lower thermal-conductivity dry 

soil. The thawing of the No Pile – Ice Soil case occurred to a greater depth than the No Pile – Dry 

Soil case, though both showed thawing across the 40 years of simulation. This higher thermal 

conductivity slightly reduced the thermal impact radius of the piles, wherein the Opt. Pile – Dry 
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Soil case had an impact on soil temperature gradients at farther distances than the other pile cases. 

However, the higher thermal conductivity of the ice soil resulted in greater heat exchange within 

the working fluid, which in turn supplied a higher capacity of heating load energy through the 

GSHP. 

 

There is great potential to expand these findings through more research. While these initial results 

present a positive initial foundation for this application, there are yet many unanswered questions. 

For example, what is the effect of flow rate on the ground temperature distributions and heating 

capacity in permafrost? Are there unique seasonal load conditions which might further optimize 

the system? Will experimental field studies confirm these predictions? 

 

It is clear that the conditions of the soil are important across GSHP research and design; improving 

this model to include the phase change of thawing ice, the flow of groundwater, properties that 

change with temperature, snow cover effects, and a porous heat transfer model that accounts for 

inter-particle transport is likely to yield further insights. As well, future research may improve the 

accuracy of this model by utilizing actual building loads from residences in the area of study, and 

by considering this GHE in a range of hybrid applications interlinking multiple renewable energy 

systems. 
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7. Summary and Conclusions 

This research adds to the field of in-ground heat exchanger design for GSHPs by generating a 

validated numerical model of a novel helical steel pile in-ground heat exchanger. This shallow pile 

was simulated with multi-layered soil properties, and a variety of operating conditions to measure 

the heat exchange rate effects.  

 

The first focus of this thesis was on developing a multi-layered soil model in various regions. This 

led to the generation of a dataset of soil conditions across 11 zones (defined by their soil type and 

climate conditions) covering the country of Canada (Section 3). Then, a single pile was optimized 

for its geometry within a single region (Section 4). The pile was then investigated for its expected 

thermal performance within a borehole array, supplying a building load (Section 5). This capacity 

investigation was performed as steady state studies across all 11 zones (Section 6.1), and as three 

transient studies of the performance of a pile within one zone – supplying three different types of 

building load demands (Section 5.2). Finally, the use of the pile as an intervention to permafrost 

thawing by climate change was simulated in a 40-year transient study in a semi-permafrost region 

(Sections 6.2 and 6.3). A summary of indications from these results is presented below. 

 

The effect of a multilayered soil thermal conductivity model on GHE performance: 

• Soil thermal conductivity varies by region (from an average of 0.69 W/m·K in dry soil 
from the southeastern Canadian region of Zone 10 to 1.69 W/m·K in iced soil from the 
northern-most Canadian region of Zone 1), and by saturation. 

• Analytical methods can be used to calculate this conductivity by depth based on soil 
composition, but most databases are missing key variables and require correlations to be 
solved. The presented method results in conductivities that were slightly lower than 
expected values, but still contain variability by depth which better approximates soil 
properties than a constant soil model. 

• Regions with high soil thermal conductivity (calculated in Section 3.1.1) coincide with 
regions predicted to experience permafrost melting most severely (shown in Figure 1.8, 
from Natural Resources Canada [19]).   

• The optimal length of the outlet plastic pipe was shown to be affected by the soil layers 
and properties, and its length should be chosen to allow for the greatest water volume 
contact with soil layers of high thermal conductivity – a shallow outlet plastic pipe had 
higher thermal performance in the ground conditions of Section 4 as it allowed for greater 
conductive contact with the layers of higher conductive soil. 
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• Regions which were assumed to contain solid ice (soil temperatures below or at zero), had 
the greatest heat exchange rate by depth in the winter by zone, followed by the saturated 
soil conditions. Generally, the dry soil condition resulted in the lowest heating capacity, 
though for regions whose mean soil temperature were near the minimum inlet water 
temperature, this difference was minimal.  

• Saturated soil conditions yielded an average of 6.94 W/m of heat exchange rate by depth 
greater than the dry soil conditions across the 11 zones.  

• In both the summer and winter studies performed in Section 6.1, the higher conductivity 
of the saturated or ice soils yielded greater heat exchange rate by depth, but the magnitude 
of this heat exchange rate was heavily influenced by the inlet fluid temperature and mean 
soil temperature. 

• More detail can be added to numerical models of soil by including variable soil properties 
by depth for heat capacity and density – as well as having all thermal properties as functions 
of soil temperature. Furthermore, soil models which account for groundwater flow, 
porosity, phase change of ice, and organisms and parasites can be studied for even greater 
depth of information. There is still much work to be done on the accurate modelling of the 
soil domain for GSHP research. 

 
Effect of changing the geometry of GHE components on heat exchange performance: 

• Increasing the fluid flow rate from 1 L/min to 2 L/min increases the heat exchange rate by 
the largest amount compared to any of the geometric changes investigated in Section 4. 
This is due to the increase in convective heat transfer that such a flowrate change has – in 
comparison, the range of geometric changes did not cause a change in thermal performance 
to the same magnitude as the fluid velocity change did. 

• There exists an optimal peak combination of outer and inner pipe diameters: in the larger 
group of sizes (referred to as a double sized pile), the heat exchange rate by depth decreased 
as the steel pile and plastic pipe diameters were increased, whereas increasing the plastic 
pipe and steel pipe diameters for the smaller group of sizes (the normal sized pile) 
optimized the heat exchange rate. This indicates that there is a peak combination of water 
volume, and ratio of diameters at which the heat exchange rate is a maximum under laminar 
flow.  

• Generally, the larger the geometric factor (GF), the larger the heat exchange rate, with a 
slightly parabolic trend with a maximum for each flow rate in the proposed pile design of 
Section 4 when GF is approximately 130 m3.  

• Changes to the pipe diameters more greatly affect the temperature of the fluid than the 
ground temperature distribution - and therefore a general rule-of-thumb distance between 
the piles in an array may be used across sizes, given appropriate spacing.  

• The offset inner piping results in an offsetting of temperature distribution and heat flux 
along one edge of the steel pile, which may be used as an advantage in more customized 
pile array layouts and orientations. This offsetting also allowed for a high flowrate inlet 
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side (for convective heat transfer), with a larger volume, lower flowrate outlet side (for 
conductive heat transfer).  

• Increasing the length of the inlet plastic pipe increases the heat exchange rate of the pile by 
approximately 21.7 W per meter of pipe length increase and is not significantly affected 
by variations in soil thermal conductivity by depth (as compared to the length of the outlet 
plastic pipe). 

• If used for the dual purpose of structural support and heat exchange, the choice of HSP 
component sizes is likely to result from a combination of economic, manufacturing or 
installation, and structural requirements. Therefore, the geometric optimization should be 
done in coordination with other limitations on the pile geometry.  

 
Predicting the ability of a HSP to supply building loads through a GSHP in various regions and 

building types: 

• The steady state capacity of a single pile was found via a parametric sweep of inlet water 
temperature to measure the heat exchange capacity across a single pile - which was then 
converted to space conditioning capacity through an analytical method in Section 5.1. 

• Above the mean ground temperature, the cooling capacity increases linearly with inlet 
water temperature. As the inlet water temperature decreases below the mean ground 
temperature, the heating capacity increases linearly (a negative building load value).  

• The steady state capacity of the pile ranged from 19.5 W/m (dry soil Zone 10) to 31.6 W/m 
(saturated soil Zone 4) across regions for the summer cooling condition (chosen as noon 
on August 1). These capacities are based on the original pile design, not optimized for 
geometry.  

• The steady state heating capacity of the pile ranged from zero heating ability (Zone 1) to 
23.8 W/m (frozen wet soil from Zone 11, in the valley of the Rocky Mountains in 
southwestern Canada) across regions for the winter heating condition. 

• The climate and soil conditions of Zone 1 (the northern-most region of Canada) made it 
unsuitable to provide heating energy with water as the working fluid. The working fluid 
must be mixed with an antifreeze which would allow for incoming water temperatures to 
be well below the mean ground temperature within this zone. 

• Using a ¼ ton capacity per 20 ft pile (non-geometrically optimized) was able to supply 
three sets of building loads in Zone 9 (the southeastern region containing Toronto, Ontario) 
with their space conditioning needs over a year of operation, beginning January 1. These 
building load sets were chosen from the literature to represent the range of cooling 
dominant (Building 1, which spent 29% of the hours in a year heating), heating dominant 
(Building 2, which spent 76% of the year’s hours in the heating mode), and balanced 
building (Building 3, with 55% of the year spend heating) types.  

• Some initial investigations into the use of a turbulent 8 L/min flowrate show a decrease in 
heat exchange performance compared to the laminar 2 L/min flowrate by 71%. This is 
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predicted to be a result of the reduced residence time of the working fluid through the 
shallow pile while utilizing high flow. These initial findings indicate the important balance 
of prioritizing conductive and convective heat transfer effects within this system and 
should be further validated with turbulent experimental data when it becomes available.  

• The heating dominant unbalanced load had lower GHE system temperatures (inlet fluid to 
the pile temperature, average soil volume temperature, and change in fluid temperatures 
across the pile) than the unbalanced load which was cooling dominant. The roughly 
balanced load resulted in system temperatures between the unbalanced load studies.  

• Inlet fluid temperatures for all three building load types were within a reasonable range of 
-2.20℃ to 22.9℃, and can be improved by offsetting some of the unbalanced load in a 
hybrid system, or by staggering the start date of operation to warmer initial ground 
conditions. These initial results indicate that the ¼ ton capacity is not noticeably over 
stressing the system within the first year of operation. Further work can investigate various 
other capacities, flow rates, and operating cycles to achieve more optimal transient thermal 
performance.  

• All three building load sets appeared to have minimum temperature disturbances at radial 
distances beyond 3 m from the centre of the pile (measured at a depth of 10 m below the 
surface of the ground and pile). This provides some initial guidelines for pile spacing, 
which can be further expanded in future research.  

 
Climate change effects on ground temperature, and the potential to offset permafrost thawing with 

an unbalanced thermal load across the GHE: 

• Analytical solutions for soil temperature by depth provide insight across seasons and vary 
widely by region. 

• Applying an ambient air temperature increase of 2℃ in 40 years (applied uniformly as a 
0.05℃ increase each year) to the soil temperature formula in Section 3.1.2 results in similar 
permafrost melting outcomes as those predicted by climate change researchers described 
in Section 1.2.3 [11] [18]. 

• Numerical simulations of the ground with this ambient air temperature increase show that 
the active layer depth gets larger and the temperature of the permafrost region warms to 
melting or near melting. This warming is more noticeable when the soil conductivity 
reflects that of solid ice soil than with the dry soil, however both conductivity conditions 
result in warming due to climate change. 

• Adding a pile with a constant heating load applied annually (with the original pile geometry 
and the optimized geometry) reduces the amount of local ground warming experienced 
over time compared to the same soil simulated without a pile. The most significant impact 
on ground temperature distribution is seen in dry soil with a geometrically optimized pile. 
This pile reduced the predicted increase in ground temperature at a depth of 15 m by 15% 
compared to the No Pile case. The presence of ice in the soil conductivity model (with the 
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optimized pile) reduced the expected ground warming by less (46%) than the Dry Soil case, 
however, the Ice Soil case yielded greater building heating energy across time than in the 
Dry Soil case. In permafrost regions with dry conditions, the application of a constant load 
across the pile can have a greater impact on thawing mitigation, however, the usable 
heating energy generated from this soil condition may be less than a permafrost regions 
with frozen wet soil. This result is due to the increased thermal conductivity of soil with 
solid ice – which will more effectively conduct ambient air temperature rises through the 
depths of the soil, but will also more provide more efficient heat transfer with the working 
fluid for usable heat exchange across the pile.  

• Mitigation of permafrost thawing occurs most significantly in the local area directly 
surrounding the pile, and gradually decays in impact until 3-4 m radially from the centre 
of the pile. 

• At a 0.5 m radial distance from the centre of the pile, the application of the heating load 
through the GHE resulted in a reduction of predicted warming by around 2℃ in 40 years. 
This results in a predicted delay of mean soil temperature reaching the melting point (0℃) 
by around 50 to 75 years for ice and dry soil conditions respectively, when compared to 
undisturbed soil.  

 

While conventional in-ground heat exchangers tend to utilize turbulent fluid flow to take advantage 

of convective heat transfer across the significant depths of vertical boreholes, this research aims to 

provide a foundational case for laminar flow within larger volume shallow pile heat exchangers. 

While the overall heat transfer rates may not be equivalent to conventional borehole capacities, 

achieving a feasible performance at a reduced energy demand (from a laminar flow rate) and cost 

requirement means that these systems may become a reasonable option for small-scale 

installations, hybrid or Domestic Hot Water (DHW) systems, retrofits, and residential building 

types while avoiding costly oversizing. 

 

This research aimed to investigate the potential climate and energy issues currently faced by 

northern and remote communities in Canada. The literature revealed that nearly 200,000 

Canadians are currently relying on diesel energy for generation and heating – and that they are 

paying significantly more money for this energy than most other Canadians. This reliance on 

heavily emitting energy sources, and concerns over fuel supply, prices, and the maintenance of 

generators, all have significant economic, social, and environmental consequences for residents. 

Furthermore, these communities are among those in Canada who will experience the effects of 
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climate change the most. As ambient air temperature continues to rise, permafrost will continue to 

disappear – creating literal and figurative instability for communities and ecosystems.  

 

While there are some thermal and non/thermal structures being implemented in new building 

construction in these areas, as yet they are cost inhibitive, and may only provide one or two 

functions (keep the ground frozen, and/or structural support). Furthermore, renewable energy 

generation is a source of government incentives, and there are exciting projects being funded 

across these regions – yet they still heavily focus on electricity, rather than thermal energy.  

 

The potential to solve a combination of these issues lies in the use of Ground-Source Heat Pump 

(GSHP) technology paired with a novel helical steel pile Ground Heat Exchanger (GHE). In these 

regions this technology could significantly reduce energy requirements and offset diesel energy by 

the efficiency of the GSHP to space condition – having positive economic, and quality of life 

impacts on residences. Furthermore, the GHE can be used to provide structural support – as they 

utilize relatively common structural equipment (in this area), with installation practices and costs 

that are more feasible than other conventional GHE technologies. And finally, the thermal 

imbalance in the ground that can result from a GSHP’s imbalanced heating or cooling demands 

can be used as a benefit to offset climate change effects. Essentially, the projected heat gained by 

the ground from climate change could be used as a heat source for buildings, domestic hot water, 

and other industrial/commercial purposes – while reducing the negative effects if left to thaw the 

soil. While it may not be feasible to install these systems across the entire area of Canada’s 

permafrost, strategic implementation in areas most at risk – and locations with communities most 

in need, could provide a local positive feedback loop and slow the thawing of larger regions of 

permafrost. Simply offsetting or reducing the emissions from current diesel energy will provide 

environmental benefits globally.  

 

A numerical simulation modelled this potential and showed that within a local volume around the 

steel pile, the ground temperature can remain near its current seasonal values in spite of a climate-

change induced temperature increase across the next 40 years. The development of this model lead 

to methodologies for more closely representing the complexity of soil properties, an essential next 

step for GHE modelers and designers – one that can lead to further improvements and 
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customizations of the technology, especially in the regions of Canada characterized in this thesis. 

Further studies should include building simulations of actual construction in these areas to gain a 

better understanding of the annual thermal demands. Furthermore, the piles should be optimized 

for the purpose of improved range of “beneficial ground thermal imbalance” by considering 

geometric, operational, and pile arrangement changes which improve the impact and range of this 

technology. 

 

This work has uncovered great potential for Canadians, which must closely involve traditionally 

underserved communities. With a majority of these areas belonging to First Nations, Inuit, and 

Métis groups, any implementation of novel energy technology should be developed in a genuine 

partnership with local landowners and leaders, respecting the diversity of values, regulations, and 

treaties in place. Furthermore, there is a requirement for Canadians as a whole to view their 

northern and remote neighbors as fellow citizens deserving of government funding, and large-scale 

improvement of energy systems. While most levels of government have voiced some commitment 

to these communities (and there are several funding programs already in place for this type of 

innovation), a collective Canadian purpose of providing better housing and energy stability to these 

groups is also important.  

 

This thesis was written during the COVID-19 global pandemic, which highlighted further 

opportunities for improvements to living and working conditions globally. As many people have 

been required to self-isolate within their residences, working environments have drastically 

changed. While previously, the industry of renewable energy and high-performance building 

design has focused on commercial and industrial applications, now the residential sector has 

become an increasingly important area. What role can GSHPs play to improve the conditions 

within a home, and how might these improvements be best implemented through building retrofits 

or new developments in a volatile global economic situation, are now key issues. In this 

perspective, helical steel piles may yet be able to improve the stability of energy, housing, and 

employment by providing reliable thermal energy (which enables working from home to be more 

comfortable) while reducing the energy demand. There is also potential for community based, 

local, thermal energy generation from a shared pile array – reducing the need for travel and 
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maintenance personnel. Creating healthy, safe, and comfortable interior environments is an ever-

present opportunity for designers in this field. 

 

While there are a mix of economic incentives and challenges for commercialization of this 

technology, a wider cost perspective that includes the costs of recovering from the consequences 

of melted permafrost, aging and failing diesel generators, and fuel leakages and transportation – is 

likely to create a strong case for GSHP implementation. A full cost analysis of this system should 

follow demonstration projects, and optimization of the systems. For local and national technicians, 

this project has the potential to open up new employment opportunities as manufacturers, 

installers, and maintenance workers. Reducing the cost of electricity for these communities helps 

to remove a barrier to residents, local business owners, and entrepreneurs to have greater impact 

in Canada’s economy, and having more reliable and affordable heating could improve the living 

conditions of individuals who currently face some of the harshest housing challenges in the 

country. Finally, creating connections with renewable energy generation projects and developers 

in these areas can support these off-grid communities moving closer to net-zero energy living, 

specifically with the potential for solar-GSHP hybrid systems. As a northern nation, all of Canada 

is connected to the stability of our permafrost, and the environmental cycles closely tied to it. 

Investing in the stability of this land is investing in the stability of Canada’s future.  
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8. Appendix 

Table 8.i presents the calculated soil thermal conductivities for the dry and saturated (“wet”) soil conditions. The depth locations of each 

data point represent the location of the soil data collected from the Canadian Soil Information Service (CanSIS) [99]. For the locations 

chosen within each zone it is assumed that the conductivity remains the same as the previous value at depths where data is not present 

(represented by a dash). The soil conductivities shown here are still only approximate values and may be improved upon by experimental 

work to quantify key variables not represented in the CanSIS database. However, the variations of conductivity by depth and location 

aim to begin the process of categorizing the complexity of soil as a heat exchanging medium. 
Table 8.i. Dry and saturated soil thermal conductivities by depth per location 

 Zone 1 – Arctic 
 Depth (m) 0 -15 -30 -35 -60 
 Thermal Conductivity Dry/Wet (W/m·K) 
 Average 0.92/1.36 0.98/1.32 0.92/1.35 0.91/1.35 0.91/1.35 

Lo
ca

tio
n 

Tanquary 0.91/1.36 - 1.01/1.49 - - 
Omingmak 0.83/1.22 - - 0.80/1.23 - 
Kettle Lake 0.91/1.32 0.80/1.17 - - 0.79/1.16 
Cape 
Osborn 

1.03/1.52 - - - - 

 Zone 2 – Northwest Territories 
 Depth (m) 0 -15 -20 -32 -45 
 Thermal Conductivity Dry/Wet (W/m·K) 
 Average 0.89/1.30 0.91/1.33 0.87/1.30 0.93/1.38 0.92/1.35 

Lo
ca

ti
on

 May Creek 0.82/1.24 0.88/1.31 - - - 
McGill Bay 0.69/1.05 - - 0.86/1.30 0.83/1.22 
Snow Goose 1.14/1.62 - 1.04/1.53 - - 

 Zone 3 – Yukon 
 Depth (m) 0 -1 -2 -4 -5 -7 -10 -15 -30 -36 -37 -49 -60 -93 
 Thermal Conductivity Dry/Wet (W/m·K) 
 Average 1.50/ 

1.88 
0.93/ 
1.32 

0.88/ 
1.29 

0.82/ 
1.24 

0.80/ 
1.22 

0.80/ 
1.22 

0.81/ 
1.24 

0.81/ 
1.24 

0.80/ 
1.23 

0.82/ 
1.26 

0.82/ 
1.26 

0.81/ 
1.25 

0.81/ 
1.25 

0.83/ 
1.28 
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Lo
ca

tio
n 

Whitehorse 3.24/ 
3.61 

0.95/ 
1.40 - - - - 0.98/ 

1.45 - - 1.06/ 
 1.56 - - 1.05/ 

1.56 - 

Champagne 0.70/ 
0.98 - 0.49/ 

0.84 - - - - - 0.46/ 
0.83 - - - - - 

Morley Bay 1.08/ 
1.46 - - 0.83/ 

1.25 - 0.83/ 
1.25 - - 0.82/ 

1.24 - - 0.79/ 
1.22 - - 

Carcross 0.99/ 
1.45 - - - 0.94/ 

1.40 - - 0.94/ 
1.41 - - 0.93/ 

1.40 - - 1.01/ 
1.50 

 Zone 4 - Pacific 
 Depth (m) 0 -4 -11 -12 -17 -23 -30 -34 -35 -40 -45 -50 -73 -75 -101 
 Thermal Conductivity Dry/Wet (W/m·K) 
 Average 0.91/ 

1.34 
0.85/ 
1.27 

0.85/ 
1.27 

0.84/ 
1.27 

0.82/ 
1.25 

0.78/ 
1.20 

0.80/ 
1.22 

0.75/ 
1.16 

0.73/ 
1.15 

0.73/ 
1.15 

0.62/ 
1.01 

0.67/ 
1.06 

0.67/ 
1.07 

0.65/ 
1.04 

0.65/ 
1.05 

Lo
ca

tio
n 

Keefer 0.92/ 
1.32 

0.83/ 
1.24 

- - 0.76/ 
1.16 

- - - 0.71/ 
1.12 

- - - 0.72/ 
1.13 

- - 

Telegraph 0.84/ 
1.28 

0.69/ 
1.08 

- 0.67/ 
1.06 

- - 0.76/ 
1.18 

- - 0.75/ 
1.17 

- - - - - 

Thunder 
Mt. 

0.85/ 
1.29 

- 0.85/ 
1.28 

- - 0.68/ 
1.07 

- 0.45/ 
0.83 

- - - 0.65/ 
1.04 

- - 0.67/ 
1.07 

Parksville 1.01/ 
1.49  

- - - - - - - - - 0.56/ 
0.93 

- - 0.46/ 
0.83 

- 

 
 Zone 5 – Prairies 
 Depth (m) 0 -15 -19 -20 -22 -30 -35 -46 -47 -50 -58 -80 
 Thermal Conductivity Dry/Wet (W/m·K) 
 Average 0.79/1.2

4 
0.78/1.2

3 
0.75/1.1

9 
0.73/1.1

8 
0.69/1.1

4 
0.68/1.1

2 
0.67/1.1

2 
0.69/1.1

4 
0.70/1.1

6 
0.70/1.1

6 
0.67/1.1

7 
0.67/1.1

8 

Lo
ca

tio
n 

Lethbridge 0.72/1.1
0 

0.67/1.0
7 - 0.65/1.0

4 - 0.58/0.9
7 - 0.64/1.0

4 - - - 0.64/1.0
5 

Wainwright 0.97/1.4
2 - - 0.94/1.4

0 - - 0.93/1.4
1 - - 0.94/1.4

2 - - 

Yorkton 0.82/1.2
1 - - - 0.66/1.0

5 - - - 0.71/1.1
2 - - - 

Melfort 0.65/1.2
1 - 0.52/1.0

5 - - - - - - - 0.38/1.1
2 - 

 Zone 6 – Atlantic 
 Depth (m) 0 -2 -10 -15 -18 -25 -26 -28 -30 -36 -45 -61 -71 
 Thermal Conductivity Dry/Wet (W/m·K) 
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 Average 0.78/ 
1.16 

0.79/ 
1.17 

0.80/ 
1.17 

0.79/ 
1.16 

0.76/ 
1.15 

0.78/ 
1.18 

0.76/ 
1.17 

0.76/ 
1.16 

0.74/ 
1.15 

0.75/ 
1.16 

0.76/ 
1.17 

0.74/ 
1.15 

0.73/ 
1.14 

Lo
ca

tio
n 

Gander 0.67/ 
1.06 

0.73/ 
1.10 - 0.73/ 

1.13 - - - 0.71/ 
1.11 - - - - - 

Deer Lake 0.96/ 
1.38 - 0.98/ 

1.39 - 0.90/ 
1.31 - - - - 0.93/ 

1.35 - 0.83/ 
1.26 - 

Juniper 0.77/ 
1.08 - - - 0.72/ 

1.11 
0.81/ 
1.23 - - - - 0.83/ 

1.26 - - 

Stony 
Brook 

0.75/ 
1.15 - - 0.70/ 

1.10 - - - - 0.64/ 
1.04 - - - 0.60/ 

0.99 

Mahone 0.76/ 
1.12 - - - - - 0.67/ 

1.07 - - - 0.68/ 
1.09 - - 

 

 

 

 
 Zone 7 – Northwestern Forest 
 Depth (m) 0 -3 -5 -6 -13 -20 -21 -26 -30 -45 -56 -81 -100 
 Thermal Conductivity Dry/Wet (W/m·K) 
 Average 0.77/ 

1.16 
0.78/ 
1.19 

0.76/ 
1.17 

0.74/ 
1.16 

0.73/ 
1.14 

0.69/ 
1.10 

0.70/ 
1.11 

0.67/ 
1.09 

0.69/ 
1.11 

0.70/ 
1.12 

0.69/ 
1.11 

0.74/ 
1.17 

0.75/ 
1.18 

Lo
ca

tio
n 

Newbrook 0.66/ 
1.04 - 0.61/ 

1.00 - - 0.48/ 
0.86 - - 0.54/ 

0.93 - - - 0.58/ 
0.97 

Pitchimi 0.73/ 
1.11 - - 0.67/ 

1.06 - - 0.69/ 
1.10 - - 0.70/ 

1.12 - - - 

Pinehurst 0.91/ 
1.34 

0.95/ 
1.41 - - 0.92/ 

1.38 - - 0.85/ 
1.30 - - 0.82/ 

1.27 
0.98/ 
1.46 - 

 Zone 8 –Northeastern Forest 
 Depth (m) 0 -10 -12 -15 -18 -23 -28 -30 -43 -74 
 Thermal Conductivity Dry/Wet (W/m·K) 
 Average 0.99/1.43 0.95/1.40 0.96/1.40 1.03/1.46 0.95/1.39 0.95/1.41 0.94/1.39 0.94/1.39 0.94/1.39 0.94/1.39 

Lo
ca

ti
on

 Coffin 1.01/1.50 - 1.03/1.48 - - 1.05/1.52 - - - - 
Dolbeau 0.89/1.25 0.76/1.16 - 0.97/1.32 0.73/1.11 - 0.69/1.07 - - - 
Ivry 1.08/1.56 - - 1.08/1.58 - - - 1.07/1.57 1.07/1.57 1.07/1.57 

 Zone 9 –Southwestern Great Lakes 
 Depth (m) 0 -15 -17 -20 -27 -30 -36 -37 -38 -56 
 Thermal Conductivity Dry/Wet (W/m·K) 
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 Average 0.84/1.27 0.78/1.22 0.77/1.21 0.78/1.23 0.72/1.16 0.74/1.20 0.73/1.18 0.73/1.19 0.74/1.20 0.74/1.20 
Lo

ca
ti

on
 Brighton 1.20/1.64 1.03/1.51 - - - - - - 1.04/1.54 1.05/1.55 

Brantford 0.67/1.06 - 0.62/1.02 - 0.44/0.81 - - 0.46/0.83 - - 
London 0.65/1.10 - - 0.67/1.16 - 0.74/1.28 0.70/1.23 - - - 

 

 
 Zone 10 – Northeastern Great Lakes 
 Depth (m) 0 -12 -15 -18 -28 -30 -35 -38 -47 -51 -53 -67 
 Thermal Conductivity Dry/Wet (W/m·K) 
 Average 0.75/1.1

4 
0.78/1.1

7 
0.76/1.1

6 
0.74/1.1

4 
0.66/1.0

7 
0.65/1.0

6 
0.62/1.0

2 
0.66/1.0

7 
0.60/1.0

1 
0.67/1.0

8 
0.70/1.1

2 
0.73/1.1

6 

Lo
ca

tio
n 

Laval 0.78/1.1
7 - 0.71/1.1

2 - - 0.68/1.0
8 - - - - 0.78/1.1

9 - 

Richmond 0.97/1.4
2 

1.08/1.5
1 - - 0.86/1.3

0 - 0.80/1.2
3 

0.92/1.3
8 

0.76/1.1
9 

0.95/1.4
2 - 1.04/1.5

3 

Gananoque 0.49/0.8
4 - - 0.42/0.7

9 - - 0.37/0.7
5 - - - 0.38/0.7

6 - 

 Zone 11 – B.C. Valley 
 Depth (m) 0 -5 -6 -10 -14 -22 -25 -28 -32 -48 -56 -70 -71 -76 
 Thermal Conductivity Dry/Wet (W/m·K) 
 Average 0.94/ 

1.36 
0.92/ 
1.34 

0.97/ 
1.41 

0.93/ 
1.38 

0.95/ 
1.41 

0.99/ 
1.41 

0.99/ 
1.45 

0.91/ 
1.45 

0.90/ 
1.35 

0.90/ 
1.35 

0.89/ 
1.35 

0.89/ 
1.35 

0.89/ 
1.35 

0.91/ 
1.37 

Lo
ca

tio
n 

Kernaghan 0.85/ 
1.26 - 0.99/ 

1.45 - - - - 0.76/ 
1.15 - - 0.73/ 

1.15 - - 0.79/ 
1.21 

Soda Creek 0.91/ 
1.28 - - 0.78/ 

1.18 
0.85/ 
1.28 

0.94/ 
1.41 - - 0.93/ 

1.40 - - 0.93/ 
1.40 - - 

Mapes 1.06/ 
1.53 

1.01/ 
1.49 - 1.02/ 

1.50 - - 1.02/ 
1.50 - - 1.01/ 

1.50 - - 1.01/ 
1.50 - 
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